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Warnings  and Caution Notes as Used in this Publication  

 WARNING 

Warning notices are used in this publication to emphasize that hazardous voltages, currents, temperatures, or 

other conditions that could cause personal injury exist in this equipment or may be associated with its use. 

In situations where inattention could cause either personal injury or damage to equipment, a Warning notice is 

used. 

 CAUTION 

Caution notices are used where equipment might be damaged if care is not taken. 

 

Note: Notes merely call attention to information that is especially significant to understanding and operating the equipment. 

 

These instructions do not purport to cover all details or variations in equipment, nor to provide for every possible 
contingency to be met during installation, operation, and maintenance. The information is supplied for 
informational purposes only, and Emerson makes no warranty as to the accuracy of the information included 
herein. Changes, modifications, and/or improvements to equipment and specifications are made periodically and 
these changes may or may not be reflected herein. It is understood that Emerson may make changes, 
modifications, or improvements to the equipment referenced herein or to the document itself at any time. This 
document is intended for trained personnel familiar with the Emerson products referenced herein. 

 

Emerson may have patents or pending patent applications covering subject matter in this document. The 
furnishing of this document does not provide any license whatsoever to any of these patents. 

 

Emerson provides the following document and the information included therein as-is and without warranty of any 
kind, expressed or implied, including but not limited to any implied statutory warranty of merchantability or 
fitness for particular purpose. 
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Introduction 1 

Section 1: Introduction 

This chapter includes basic information about Ethernet interfaces for the PACSystems family of 
controllers. It describes features of the Ethernet interfaces in both conventional and redundancy 
systems. The rest of this manual provides instructions for installing and applying the PACSystems 
Ethernet interfaces: 

Á  Section 2:, Installation and Start-up: RX3i/RSTi-EP Embedded Interface describes user 
features and basic installation procedures. 

Á Section 3:, Installation and Start-up: Ethernet Module Interfaces describes user features and 
basic installation procedures. 

Á Section 4:, Configuration describes assigning a temporary IP address and configuring the 
Ethernet interface parameters. For the RX3i rack-based and embedded interfaces, 
describes how to configure Ethernet Global Data (EGD) and set up the RS-232 port for 
Local Station Manager operation.  

Á Section 5:, Ethernet Global Data describes basic EGD operation for rack-based and 
embedded interfaces. 

Á Section 6:, Programming EGD Commands describes a set of commands that can be used in 
the application program to read and write PLC data or use Ethernet Global Data 
exchange data over the network.  

Á Section 7:, SNTP Operation describes the benefit of synchronizing SNTP-capable interfaces 
with an SNTP server to keep internal clocks up-to-date for accurate timestamp 
communications. 

Á Section 8:, Programming SRTP Channel Commands explains how to implement PLC to PLC 
communications over the Ethernet network using Service Request Transfer Protocol 
(SRTP) Channel commands. 

Á Section 9:, Modbus/TCP Server describes the implementation of the Modbus TCP Server 
feature for the PACSystems family of products. 

Á Section 10:, Modbus/TCP Client explains how to program communications over the 
Ethernet network using  

Á Modbus TCP Channel commands. 

Á Section 11:,OPC UA Server explains how to program communications for this protocol 
using the embedded Ethernet port.  

Á Section 12:, Diagnostics describes diagnostic techniques for a PACSystems Ethernet 
interface. This chapter also lists COMMREQ Status codes. 

Á Section 13:, Network Administration discusses how devices are identified on the network 
and how data is routed among devices. 

Á Appendix A,   Configuring Advanced User Parameters describes an optional configuration of 
internal operating parameters used by the Ethernet interface. For most applications, the 
default Advanced User Parameters (AUPs) should not be changed.   
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1.1 Revisions in this Manual 

A given feature may not be implemented on all PACSystems Ethernet interfaces. To determine 
whether a feature is available on a given model and firmware version, please refer to the Important 
Product Information (IPI) document provided with the product. 

This revision of TCP/IP Ethernet Communications for PACSystems RX3i and RSTi-EP includes the 
following changes: 

 

Rev Date Description 

AD Jul 2022 

¶ Updates for OPC UA limits in section 1.3.3 and 11.1 

¶ Content added in support of adding the Linger Time to the 
Modbus/TCP Connection Open COMMREQ. 

¶ Updates to support the addition of RSTI-EP Backplane Controllers 

¶ Updates to support the addition of CPE302-Bxxx and CPE305-Bxxx 

AC 
Not 
Released 

N/A 

AB Jan-2021 

¶ Introduces OPC UA Non-transparent Server Redundancy on the 
CPE330 R10.10, CPE400/CPL410 R10.10 

¶ Caution added with regard to redundant PLCs that perform a role 
switch.  

AA 
Jun-
2020 

¶ Added content for the Produce EGD on Redundant IP feature 

¶ Section 12.8.5. Error Code 0290H was updated to include behavior 
when sending TCP comm to a non-existent server through a gateway. 

Z 
Feb-
2020 

¶ Content updated in support of CPE100/115.  

Y 
Aug-
2019 

¶ RX3i IC695ETM001-Kxxx Available 
o     Backward compatible with IC695ETM001 
o     Station Manager serial port replaced with Ethernet port 
o     Two Ethernet connectors are relocated to the bottom of 

the module. 
o     Achilles Level 2 Security cert-tested. 
o New option to select user-based parameters into menu 

systems. AUP functionalist is partially deprecated.  

¶ Diagnostics information for the RX3i embedded Ethernet interface 
has been moved from Chapter 12 to Chapter 11. 

W Jul-2018 ¶ Added IC695CPL410 (new CPU w/Linux) 

V 
Apr- 
2018 

¶ Extended the document to EPSCPE115 

U 
Feb-
2018 

¶ Addition of CPE302 throughout. 

¶ Clarification as to which products support 1000Base-T IEEE 802.3. 

T 
Oct-
2017 

¶ Added CPE400 LAN3 (Redundancy-only LAN) 

¶ Clarified support for Redundant IP Addressing in various CPU 
configurations.  

S 
Aug-
2017 

¶ Content added to Ethernet interface Status Bits for RSTi-EP CPE100. 
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Rev Date Description 

R 
May-
2017 

¶ Content added in support of RSTi-EP CPE100. 

Q 
Mar-
2017 

¶ Content added in support of CPE400 and embedded SNTP. 

P 
Sept-
2015 

¶ Added section  

¶ Sessions and Subscriptions for OPC UA. 

¶ Content added in support of CPE330 (new product).  

M 
Oct-
2014 

¶ Effective with RX3i CPE305/CPE310 firmware version 8.20, OPC UA 
Server is supported using the embedded Ethernet port. 

¶ Effective with RX3i CPE305/CPE310 firmware version 8.30, EGD Class 
1 is supported on the embedded Ethernet interface. Earlier CPU 
versions do not directly support EGD. However, EGD was supported 
on the Ethernet interface Module ETM001. 

L 
Jun-
2013 

Newly available features: 

¶ TCP/IP communication services using SRTP 

¶ SRTP Client (Channels)  

¶ Modbus/TCP Server, supporting Modbus Conformance classes 0, 1, 
and 2. 

¶ Modbus/TCP Client, supporting Modbus Conformance classes 0, 1, 
and Function Codes 15, 22, 23, and 24 for Conformance class 2.  

¶ Support for Unicast mode, and Daylight Saving and Local Time 
corrections for SNTP operation. 

Diagnostics information for the RX3i embedded Ethernet interface has 
been moved from  2 0to To 11. Configuration information has been 
moved to Section 4:. 
Information about Channel Status bits has been removed from sections 2, 
7 and 9, and consolidated in Section 11. 
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1.2 PACSystems Documentation 

1.2.1 PACSystems Manuals 

PACSystems RX3i and RSTi-EP CPU Reference Manual GFK-2222 

PACSystems RX3i and RSTi-CN ANS Npmep_kkcpòq Pcdcpclac K_ls_j GFK-2950 

PACSystems TCP/IP Ethernet Communications Station Manager User Manual GFK-2225 

N?AQwqrckq Fmr Qr_lb`w ANS Pcbslb_law Sqcpòq Esgbc GFK-2308 

PAC Machine Edition Logic Developer Getting Started GFK-1918 

PACSystems RXi, RX3i and RSTi-EP Controller Secure Deployment Guide GFK-2830 

PACSystems RX7i Installation Manual GFK-2223 

  

  

1.2.2 RX3i Manuals 

PACSystems RX3i System Manual GFK-2314 

N?AQwqrckq PV1g Crfcplcr Lcrumpi Glrcpd_ac Slgr &LGS' Sqcpòq K_ls_j GFK-2439 

PACSystems RX3i IEC 61850 Ethernet Communication Module User Manual GFK-2849 

PACSystems RX3i Serial Communications Modules User Manual GFK-2460 

N?AQwqrckq PV1g GCA /.2 Qcptcp Kmbsjc GA473CGQ../ Sqcpòq K_ls_j GFK-2949 

PACSystems RX3i IC695CPE400 1.2GHz 64MB Rackless CPU w/Field Agent QSG GFK-3002 

PACSystems RX3i IC695CPL410 1.2GHz 64MB Rackless CPU w/Linux QSG GFK-3053 

PACSystems RX3i Sequence of Events User Manual 
 

GFK-3050 

 

1.2.3 RSTi-EP Manuals 

PACSystems RSTi-EP System Manual GFK-2958 
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1.3 Ethernet Interfaces for PACSystems Controllers 

A PACSystems Ethernet interface enables a PACSystems controller to communicate with other 
PACSystems equipment and with Series 90 and VersaMax controllers. The Ethernet interface 
provides TCP/IP communications with other PLCs, host computers running the Host 
Communications Toolkit or CIMPLICITY software, and computers running the TCP/IP version of 
the programming software. These communications use the proprietary SRTP and Ethernet Global 
Data (EGD) protocols over a four-layer TCP/IP (Internet) stack.  

The Ethernet interface has SRTP client/server capability. As a client, the interface can initiate 
communications with other PLCs that contain Ethernet interfaces. This is done from the PLC 
ladder program using the COMMREQ function. As a server, the Ethernet interface responds to 
requests from devices such as PLC programming software, a Host computer running an SRTP 
application, or another PLC acting as a client.  

 

Figure 1: Ethernet Connection System Diagram  
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1.3.1 RX3i Rack-Based Ethernet Interfaces í Features 

Á Full RX3i Controller programming and configuration services with an inactivity timeout  

Á Periodic data exchange using Ethernet Global Data (EGD) 

Á EGD Commands to read and write PLC and EGD exchange memory over the network 

Á TCP/IP communication services using SRTP 

Á SRTP Client (Channels) 

Á Modbus TCP Server, supporting Modbus Conformance classes 0, 1, and 2 

Á Modbus TCP Client, supporting Modbus Conformance classes 0, 1, and Function Codes 
15, 22, 23, and 24 for Conformance class 2 

Á Redundant IP Addressing capability 

Á Comprehensive station management and diagnostic tools 

Á Extended controller connectivity via IEEE 802.3 CSMA/CD 10 Mbps, 100M bps, and 1000 
Mbps Ethernet LAN port connectors 

Á A network switch that has Auto negotiate, Sense, Speed, and crossover detection 

Á The protocol is stored in flash memory in the Ethernet interface and is easily upgraded 
through the CPU serial port. 

Á Communications with remote PLCs and other nodes reachable through routers. The 
gateway IP address must be configured. 
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1.3.2 RX3i & RSTi-EP Embedded Ethernet Interface - Features 

Á Periodic data exchange using Ethernet Global Data (EGD). 

Á Full RX3i controller programming and configuration services with an inactivity timeout  

Á TCP/IP communication services using SRTP.  

Á SRTP Client (Channels) 

Á Modbus TCP Server, supporting Modbus Conformance classes 0, 1, and 2. 

Á Modbus TCP Client, supporting Modbus Conformance classes 0, 1, and Function Codes 
15, 22, 23, and 24 for Conformance class 2.  

Á Communications with remote PLCs and other nodes reachable through routers. The 
Gateway IP address must be configured. 

Á Comprehensive station management and diagnostic tools. For supported commands, 
refer to the PACSystems TCP/IP Ethernet Communications Station Manager User Manual, 
GFK-2225J, or later. 

CPE302/CPE305/CPE3101 

Á Extended controller connectivity via IEEE 802.3 CSMA/CD. CPE302/305/CPE310-Axxx has 
a single 10Base-T/100Base-TX Port (LAN1) Ethernet Port. CPE302/CPE305 -Bxxx has two 
switched Ethernet Ports 10Base-T/100Base-TX Port/1000Base-TX  (LAN1).  

Á A network switch that has Auto negotiate, Sense, Speed, and crossover detection. 

Á Direct connection to Base-T (twisted pair) network switch, hub, or repeater without an 
external transceiver. 

CPE330/CPE400/CPL410 

Á Two independent 10/100/1000 Ethernet LANs under the control of the embedded RX3i 
PLC. Port 1 attaches to LAN1 through a dedicated RJ45 connector. Port 2 attaches to 
LAN2 through a pair of internally-switched RJ45 connectors. Space is provided to mark 
the two corresponding IP addresses. 

Á The embedded Ethernet interface permits the CPU to support two LANs. 

Á CPE400 has a third Ethernet port (located on the underside) which is under the control of 
the Field Agent. 

Á CPL410 also has a third Ethernet port (located on the underside) which is under the 
control of the Linux OS. 
 

  

 

1 Unless otherwise explicitly stated / differentiated all the statements are equally applicable to both the versions Axxx and Bxxx of these 

controllers. 
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RSTi-EP CPE100/CPE115 

Á Two independent 10/100 Ethernet LANs. Port 1 attaches to LAN1 through a dedicated 
RJ45 connector. Port 2 attaches to LAN2 through three internally-switched RJ45 
connectors.  

Á The embedded Ethernet interface permits the CPU to support two LANs. 

Refer to the PACSystems RX3i, and RSTi-EP CPU Reference Manual, GFK-2222, specifically to the 
section, RX3i CPU Features and Specifications for RX3i CPUs & RSTi-EP CPU Features and 
Specifications for RSTi-EP CPU, for a detailed list of features and specifications. 

 

1.3.3 RSTi-EP Backplane Controllers 

RSTi-EP CPE205 

Á One RS-232 serial RJ45 port: Used for serial communications such as during diagnostics.  

Á In Single LAN mode: One 100/1000 Ethernet LAN, Port 1 and Port 2 attaches to LAN2 
through the internally switched RJ45 connectors. In this mode the DUAL LAN LED will be 
OFF. 

Á In Dual LAN mode:  Two independent 100/1000 Ethernet LANs. Port 1 attaches to LAN1 
through a dedicated RJ45 connector. Port 2 attaches to LAN2 through RJ45 connector. In 
this mode the DUAL LAN LED will be ON GREEN. 

RSTi-EP CPE210/CPE215/CPE220/CPE240 

Á One RS-232 serial RJ45 port. Used for serial communications such as during diagnostics.  

Á Two independent 100/1000 Ethernet LANs. Port 3 attaches to LAN1 through a dedicated 
RJ45 connector. Port 1 and Port2 attaches to LAN2 through two internally-switched RJ45 
connectors. 
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1.3.4 Ethernet Interface Specifications 

RX3i Rack-Based Ethernet 
Interface Modules 
Connectors 

IC695ETM001-Jx or earlier 
- Two RJ45 connectors   
- One 9-pin d-sub male serial connector (Station Manager port) 

IC695ETM001-Kxxx  
Three autosensing RJ45 ports 

LAN 

 
IC695ETM001-Jx or earlier: 
IEEE 802.3 CSMA/CD Medium Access Control 10/100 Mbps  
IC695ETM001-Kxxx: 
IEEE 802.3 CSMA/CD Medium Access Control 10/100/1000 Mbps 

Number of IP addresses One 

Maximum number of 
simultaneous connections 

ǐ A maximum of 48 SRTP Server total connections 

ǐ A maximum of 16 Modbus/TCP Server connections 

ǐ A maximum of 32 communication channels. (Each channel 
may be an SRTP Client or a Modbus/TCP Client. Any given 
channel can be assigned to only one protocol at a time.) 

Embedded Ethernet Switch Yes í Allows daisy-chaining of Ethernet nodes. 

Serial Port 

IC695ETM001-Jx 
Station Mgr Port: RS-232 DCE, 1200 - 115200 bps. 

IC695ETM001-Kxxx 
Not applicable.  

Station Manager  

IC695ETM001-Jx 
Access via local serial port or remote UDP. Refer to the PACSystems 
TCP/IP Ethernet Communications Station Manager User Manual, 
GFK-2225J or later, for supported commands.  

IC695ETM001-Kxxx 
Station Manager serial port has been replaced by the front panel 
Ethernet port  

Maximum ETM001 Modules 
per CPU rack 

Eight positions 
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1.3.5 RX3i/RSTi-EP Embedded Interface Specifications 

Connector 

CPE302/CPE305 & CPE310-Axxx Versions: One RJ45 connector 
CPE302/CPE305 í Bxxx Versions: Two RJ45 connectors 
CPE330: Three RJ45 connectors  
CPE400: Six RJ45 connectors: five on the front for LAN1, LAN2 & LAN3; one 

EFA on the underside. (There is also a serial RJ45 on the underside, marked 

COM1.) 

CPL410: Six RJ45 connectors: five on the front for LAN1, LAN2 & LAN3; one 

ETH on the underside. (There is also a serial RJ45 on the underside, marked 

COM1.) 

CPE100/CPE115: Four RJ45 connectors 
CPE205: Three RJ45 connectors (One serial RJ45 marked as RS-232) 
CPE210/CPE215/CPE220/CPE240: Five RJ45 connecters on the front for 
LAN1 and LAN2 (One serial RJ45 marked as RS-232, One unused and 
plugged) 

LAN 

 
IEEE 802.3 CSMA/CD Medium Access Control 10/100/1000 Mbps 

CPE302/CPE305-Axxxx & CPE310 has one 10Base-T/100Base-TX Port 
(LAN1) 
CPE302/CPE305 -Bxxx has two switched ethernet ports 10Base-T/100Base-
TX Port/1000Base-TX  (LAN1) 

CPE330 has two independent 10/100 Mbps Ethernet LANs: 

ǐ The top Ethernet port attaches to LAN1 using a dedicated RJ45 
connector 

ǐ The bottom two Ethernet ports attach to LAN2 using a pair of 
internally-switched RJ45 connectors 

CPE400 supports four independent 10/100/1000 Ethernet LANs which are 
under the control of the embedded RX3i PLC.  

ǐ LAN1 attaches via the upper, dedicated RJ45 front-panel connector.  

ǐ LAN2 and LAN32 each attach via a pair of internally-switched RJ45 front-
panel connectors.  

ǐ The fourth LAN, labeled EFA (Embedded Field Agent), is located on the 
underside and is specifically used for Field Agent connectivity.  

CPL410 supports four independent 10/100/1000 Ethernet LANs which are 
under the control of the embedded RX3i PLC.  

ǐ LAN1 attaches via the upper, dedicated RJ45 front-panel connector.  

ǐ LAN2 and LAN3 each attach via a pair of internally-switched RJ45 front-
panel connectors.  

The fourth LAN, labeled ETH (Ethernet), is located on the underside and is 
under the control of the embedded Linux Operating System.  

 

2 CPE400 firmware version 9.30 supports Redundancy via LAN3. No LAN components other than the two Redundant CPUs are 

permitted on LAN3. All firmware versions of CPL410 support the same feature. 

*Both the versions Axxx and Bxxx are applicable wherever it is not explicitly mentioned. 
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CPE100/CPE115 supports two independent 10/100 Ethernet LANs located 
on the front panel.  

ǐ LAN1 attaches via the upper, dedicated RJ45 connector.  

ǐ LAN2 attaches via three internally-switched RJ45 connectors. 

CPE205 Single LAN mode supports one 100/1000 Ethernet LAN 

ǐ Both Ethernet ports are attached to LAN2 using internally switched 
RJ45 connectors. 

ǐ DUAL LAN LED will be OFF 
 

CPE205 Dual LAN mode supports two 100/1000 Ethernet LANs 

ǐ Port1 attaches to LAN1 using dedicated RJ45 connector 

ǐ Port2 attaches to LAN2 through internally switched RJ45 connector 

ǐ Dual LAN LED will be ON GREEN. 
 

CPE210/215/220/240 supports two independent 100/1000 Ethernet LANs 

ǐ Port3 attaches to LAN1 using dedicated RJ45 connector 

ǐ Port1 & Port2 attaches to LAN2 through internally switched RJ45 
connector 

Number of IP 
addresses 

CPE302/CPE305 & CPE310: One IP address 
CPE330 has two IP addresses 
CPE400 has four IP addresses (one for EFA, three for Ethernet LANs) 
CPL410 has four IP addresses (one for ETH, three for Ethernet LANs) 
CPE100/CPE115 has two IP addresses 
CPE205 single LAN mode has one IP address 
CPE205 dual LAN mode has two IP addresses 
CPE210/CPE215/CPE220/CPE240 has two IP addresses 

Maximum 
number of 
connections 

For CPE302/CPE305 & CPE310 LAN1:  

ǐ Up to 32 SRTP Server connections, includes: 

ǐ Up to 16 simultaneous Modbus/TCP Server connections 

ǐ Up to 16 Client channels. (Each channel may be an SRTP Client or a 
Modbus/TCP Client. Any given channel can be assigned to only one 
protocol at a time.) 

ǐ OPC UA Server with support for up to 5 concurrent sessions with up to 
10 concurrent variable subscriptions and up to 12,500 variables 

ǐ Up to 255 simultaneous Class 1 Ethernet Global Data (EGD) exchanges 

For CPE330, CPE4002 and CPL410, the embedded Ethernet permits the CPU 
to support LAN1 and LAN2 with: 

ǐ Up to 48 simultaneous SRTP Server connections, and 

ǐ Up to 16 simultaneous Modbus/TCP Server connections 

ǐ Up to 32 Clients are permitted; each may be SRTP or Modbus/TCP 

ǐ OPC UA Server with support for up to 5 concurrent sessions with up to 
10 concurrent variable subscriptions and up to 12,500 variables 

ǐ Up to 255 simultaneous Class 1 Ethernet Global Data (EGD) exchanges 
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For CPE100/CPE115, the embedded Ethernet permits the CPU to support 
LAN1 and LAN2 with: 

ǐ Up to 16 simultaneous SRTP Server connections, and 

ǐ Up to 8 simultaneous Modbus/TCP Server connections 

ǐ Up to 8 Clients are permitted; each may be SRTP or Modbus/TCP 

ǐ OPC UA Server with support for up to 2 concurrent sessions with up to 
4 concurrent variable subscriptions and up to 1,000 variables 

ǐ Up to 8 simultaneous Class 1 Ethernet Global Data (EGD) exchanges. 

For CPE205/CPE210/CPE215/CPE220/CPE240, the embedded Ethernet 
permits the CPU to support LAN1 and LAN2 with: 

ǐ Up to 32 SRTP Server connections, includes: 

ǐ Up to 16 simultaneous Modbus/TCP Server connections. 

ǐ Up to 16 Client channels. (Each channel may be an SRTP Client or a 
Modbus/TCP Client. Any given channel can be assigned to only one 
protocol at a time.) 

ǐ Up to 32 simultaneous Class 1 Ethernet Global Data (EGD) exchanges. 
 
OPC UA Server 

ǐ For CPE205 support for up to 3 concurrent sessions with up to 6 
concurrent variable subscriptions and up to 1000 variables. 

ǐ For CPE210/CPE215/CPE220 support for up to 3 concurrent sessions 
with up to 6 concurrent variable subscriptions and up to 2000 
variables. 

ǐ For CPE240 support for up to 5 concurrent sessions with up to 10 
concurrent variable subscriptions and up to 4000 variables. 

 

Station 
Manager 

Access remote UDP Refer to the PACSystems TCP/IP Ethernet Communications 
Station Manager User Manual, GFK-2225J or later for supported commands. 
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1.3.6 Ethernet Interface Ports 

The PACSystems Ethernet interface use auto-sensing 10Base-T/100Base-TX/1000Base-T RJ45 
shielded twisted pair Ethernet ports for connection to either a 10BaseT, 100BaseTX, or 1000Base-
T IEEE 802.3 network.  

The RX3i Controllers with embedded Ethernet provide two or three such ports; dedicated 
Ethernet interface Modules provide two. 

The RSTi-EP Backplane CPE205, CPE210, CPE215, CPE220 and CPE240 embedded Ethernet 
interface supports 100Base-TX/1000Base-T IEEE 802.3 connections.  The CPE205 provides two 
such ports; CPE210/CPE215/CPE220/CPE240 provide three. 

The port automatically senses the speed (10 Mbps, 100 Mbps, or 1000Mbps), duplex mode (half-
duplex or full-duplex), and cable configuration (straight-through or crossover) attached to it with 
no intervention required. 

1.3.7 Ethernet Media 

The Ethernet interface can operate directly on 10Base-T/100Base-TX/1000Base-T media via its 
network ports. 

10Base-T: 10Base-T uses a twisted pair cable of up to 100 meters in length between each node 
and a switch, hub, or repeater. Typical switches, hubs, or repeaters support connections in a star 
topology.  

100Base-TX: 100Base-TX uses a cable of up to 100 meters in length between each node and a 
switch, hub, or repeater. The cable should be data grade Category 5 unshielded twisted pair (UTP) 
or shielded twisted pair (STP) cable. Two pairs of wire are used, one for transmission, and the 
other for collision detection and receive. Typical switches, hubs, or repeaters support 6 to 12 
nodes connected in a star wiring topology. 

1000Base-T: 1000Base-T uses a cable of up to 100 meters in length between each node and a 
switch, hub, or repeater. The cable should be data grade Category 6 unshielded twisted pair (UTP) 
or shielded twisted pair (STP) cable or better. Four pairs of wire are used which are designed to 
operate over 4-pair UTP cable and supports full-duplex data transfer at 1000Mbps. Typical 
switches, hubs, or repeaters support 6 to 12 nodes connected in a star wiring topology. 
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1.3.8 Station Manager  

The built-in Station Manager function of the Ethernet interface provides on-line supervisory access 
to the Ethernet interface, through the Station Manager port or over the Ethernet cable. Station 
Manager services include: 

Á An interactive set of commands for interrogating and controlling the station. 

Á Unrestricted access to observe internal statistics, an exception log, and configuration 

parameters. 

Á Password security for commands that change station parameters or operation. 

For remote Station Manager operation over the Ethernet network, the Ethernet interface uses IP 
addresses. A PACSystems Ethernet interface cannot send or receive remote Station Manager 
messages sent to a MAC address.  

Refer to the PACSystems TCP/IP Ethernet Communications Station Manager User Manual, GFK-2225 
for complete information on the Station Manager.  

1.3.9 Firmware Upgrades 

PACSystems Ethernet interfaces receive their firmware upgrades indirectly from the RX3i CPU 
using the WinLoader software utility. WinLoader is supplied with any updates to the Ethernet 
interface software. The user connects WinLoader to the PLC CPU serial port and specifies the 
target module by its Rack/Slot location.  

For the CPU module, the embedded Ethernet interface firmware is upgraded along with the rest of 
the CPU firmware. WinLoader seamlessly upgrades first the CPU firmware and then the embedded 
Ethernet firmware without uqcp glrcptclrgml, C_af Crfcplcr glrcpd_ac kmbsjcòq dgpku_pc ksqr `c
explicitly upgraded by specifying the rack and slot location of the module to the WinLoader utility. 

Firmware upgrades for the CPE302 Bxxx, CPE305 Bxxx, CPE330, CPE400, CPL410, 
CPE100/CPE115, CPE205, CPE210, CPE215, CPE220, and CPE240 are performed over Ethernet 
using a web browser. This method provides enhanced security features. Instructions for the 
procedure are included in the corresponding upgrade kit documentation. The WinLoader utility 
will not work with the CPE302 Bxxx, CPE305 Bxxx, CPE330, CPE400, CPL410, CPE100/CPE115, 
CPE205, CPE210, CPE215, CPE220, or CPE240 CPUs. 

1.3.10 SRTP Client (Channels)  

SRTP Client allows the PACSystems PLC to initiate data transfer with other SRTP-capable devices 
on the network. SRTP channels can be set up in the PLC application program. SRTP supports 
COMMREQ-driven channel commands to establish new channels, abort existing channels, transfer 
data on an existing channel, and retrieve the status of an existing channel. 

Any given channel can be assigned to only one protocol at a time. For the number and 
combinations of channels supported, refer to Section Modbus TCP Client (Channels)  

Modbus TCP Client allows the PACSystems PLC to initiate data transfer with other Modbus TCP 
server devices on the network. Modbus TCP channels can be set up in the application program. 
The Modbus TCP Client supports COMMREQ-driven channel commands to open new channels, 
close existing channels, and transfer data on an existing channel. 

Any given channel can be assigned to only one protocol at a time. For the number and 
combinations of channels supported, refer to Section 1.3.4 Ethernet Interface Specifications.  
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1.4 Ethernet Global Data (EGD) 

Á EGD Classes: 

Å EGD Class 1 is configured exchanges with no logic control of EGD operation. 

o Supported in 
CPE302/CPE305/CPE310/CPE330/CPE400/CPL410/CPE100/CPE115/CPE205/C
PE210/CPE215/CPE220/CPE240 

Å EGD Class 2 is EGD Commands which are logic-driven EGD exchanges using 
COMMREQs. 

o Supported on IC695ETM001 

o Not supported on embedded Ethernet ports of 
CPE302/CPE305/CPE310/CPE330/CPE400/CPL410/CPE100/CPE115/CPE205/ 
CPE210/CPE215/CPE220/CPE240 at time of publication 

Each PACSystems RX3i CPU supports up to 255 Class 1 simultaneous EGD exchanges,  RSTi-EP CPU 
CPE100/CPE115 supports up to eight Class 1 simultaneous EGD exchanges and RSTi-EP Backplane 
CPUs CPE205/CPE210/CPE215/PE220/CPE240 supports up to 32 Class 1 simultaneous EGD 
exchanges. EGD exchanges are configured using the programmer and stored in the PLC. Both 
Produced and Consumed exchanges can be configured. PACSystems Ethernet interfaces support 
both selective consumption of EGD exchanges and EGD exchange production and consumption 
to the broadcast IP address of the local subnet.  

Note: For Broadcast addressing a Subnet value of 0.0.0.0 is NOT supported.  

1.4.1 Synchronizing EGD Timestamps with SNTP 

Both the ETM001-Jx and -Kxxx Ethernet interfaces can be configured to use Simple Network Time 
Protocol (SNTP) to synchronize the timestamps of produced EGD exchanges.  

With an appropriate PME Hardware Configuration, the embedded Ethernet interface on the 
CPE302, CPE305, CPE310, CPE330, CPE400, CPL410, CPE115, CPE205, CPE210, CPE215, CPE220, 
and CPE240 will also support SNTP. For more information on PME Hardware Configuration, please 
refer to Section 4.1.3, Configuring the Ethernet Interface Parameters.   
 

Note: The RSTi-EP CPE100 does not support SNTP.  
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Ethernet interface module SNTP Support 

ETM001-Jx 

Yes, with PME Hardware 
Configuration (default 
configuration without using 
AUP file) 

ETM001-Kxxx 
Yes, with PME Hardware 
Configuration 

CPU SNTP Support 

CPL410 
Yes, with PME Hardware 
Configuration 

CPE400 
Yes, with PME Hardware 
Configuration 

CPE330 
Yes, with PME Hardware 
Configuration 

CPE302/CPE305/ 
CPE310 

Yes, with PME Hardware 
Configuration 

CPE205/CPE210/CPE215/CPE220/CPE240 
Yes, with PME Hardware 
Configuration 

CPE100 Not supported 

CPE115 
Yes, with PME Hardware 
Configuration 

 

1.4.2 SRTP Inactivity Timeout 

Starting with Release 6.00, the PACSystems Ethernet interface supports inactivity timeout 
checking on Secure Real-Time Transport Protocol (SRTP) server connections with any PAC 
Machine Edition (PME) PLC programmer. Until the server connection is removed, other 
programmers cannot switch from Monitor to Programmer mode. With inactivity timeout 
checking, the Ethernet interface removes an abandoned SRTP server connection and all its 
resources when there is no activity on the connection for the specified timeout interval. Without 
the SRTP inactivity timeout, an abandoned SRTP server connection persists until the underlying 
TCP connection times out (typically 7 minutes). All network PME programmer connections initially 
use an SRTP inactivity timeout value of 30 seconds (as set by the "vconn_tout" AUP parameter).  

PME programmers can override the initial timeout value on a specified server connection. 
Typically, the PME programmer sets the SRTP inactivity timeout to 20 seconds. An inactivity 
timeout value of zero disables SRTP inactivity timeout checking. 

The SRTP server uses an internal inactivity timeout resolution of 5 seconds. This has two effects. 
First, any non-zero inactivity timeout value (either set by the AUP parameter or overridden on the 
programmer connection) is rounded up to the next multiple of 5 seconds. Additionally, the actual 
SRTP inactivity timeout detection for any individual connection may vary up to an additional 5 
seconds. The actual inactivity detection time will never be less than the specified value. 
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Note: The SRTP inactivity timeout applies only to programmer connections over SRTP. It does not 
affect HMI or SRTP channels. 

1.5 Ethernet Redundancy Operation  

The Redundant IP feature allows a single IP address to be assigned to two Ethernet modules, 
where the two modules are in two different PLCs configured as a redundant system. This 
functionality has been integrated into the product line, as follows: 

CPU 

Embedded 
Ethernet 
Redundancy 
Support 

Support via Ethernet 
Module (ETM001-Jx 
or ETM001-Kxxx) 

CPL410 
All firmware 
versions 

Not supported 

CPE400 

Embedded 
Ethernet 
requires CPU 
Firmware 
Version 9.30 

Not supported 

CPE330 

Embedded 
Ethernet 
requires CPU 
Firmware 
Version 8.70 

Supported 

CPE302/CPE305/ 
CPE310 

Not 
supported 

Not supported 

CPE205/CPE210/CPE215/CPE220/CPE240 
Not 
supported 

Not supported 

CPE100/CPE115 
Not 
supported 

Not supported 

CRU320 
Not 
supported 

Supported 

 

The Redundant IP Address is configured in addition to the normal unique (direct) IP address of each 
interface.  

Only one of the two Ethernet interfaces that share the Redundant IP address may use the 
Pcbslb_lr GN _bbpcqq _r _lw rgkc9 rfgq gq rfc ï_argtcð slgr, Ufcl amkk_lbcb `w grq NJA ANS* rfgq
Ethernet interface activates the Redundant IP address and starts responding to the Redundant IP 
address in addition to its direct IP address. The active unit continues responding to the Redundant 
IP address until it is commanded to deactivate the Redundant IP or until the Ethernet interface 
determines that it has lost communications with the PLC CPU.  

The backup unit does not initiate communications or respond on the network using the 
Redundant IP address. It can only use the Redundant IP address if it is commanded by its CPU to 
become the active unit. 

Both the active and backup unit may continue to use their direct IP addresses, permitting 
programmer connection to the active or backup PLC at any time.  
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Figure 2: Ethernet Operation in Redundancy Mode  
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Note: The Redundant IP feature is supported by Hot Standby (HSB) CPUs and non-HSB CPUs. To 
use this feature, be sure to toggle Enable Redundancy for the target CPU.  

 

1.5.1  Hot Standby (HSB) CPU Redundancy 

An HSB system uses redundant CPUs to provide the coordination between the PLC units in the 
system and determine which is the active unit and which is the backup unit. HSB redundancy 
requires dedicated links to provide communications between the units in a redundancy system. 
For information about HSB architectures, refer to the PACSystems Hot Standby CPU Redundancy 
Sqcpòq Esgbc*GFK-2308. 

 

1.5.2 Non-HSB Redundancy 

Non-HSB redundancy systems use RX3i/RSTi-EP CPUs that do not have specialized firmware for 
amlrpmjjgle pcbslb_law mncp_rgmlq, &Rfcqc ANSq f_tc _ ïANCð mp ïANSð bcqgel_rgml,' Gl rfcqc
systems, the application logic coordinates between CPUs that act as redundant partners and 
determines which CPU is the active unit and which are backup units.  

Figure 3 illustrates the use of the redundant IP feature in a non-HSB redundancy system. Two non-
HSB CPUs (designated primary and secondary) are linked by a communications connection. An 
Ethernet interface in each controller is configured with Redundant IP enabled so that they share a 
Redundant IP address. As in an HSB system, only the active Ethernet interface can communicate 
through the Redundant IP address to produce EGD exchanges or to initiate Channel operations. 

The application logic must monitor the status of the Ethernet modules in the system to manage 
the active/backup status of each controller. 
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Figure 3: Basic Non-HSB System with Redundant IP 
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1.5.3 Effect of Redundancy Role Switching on Ethernet 

Communications 

When a redundancy role-switch occurs, Ethernet communications switch to the backup unit, 
which does not know any communication state at the previously-active unit. The application must 
include logic to detect loss of communication during a redundancy role switch and to then 
reinitiate communication.  

Remote hosts on the network view redundant systems as a single PLC with high reliability; the 
remote host only prioritizes the active unit. By using the Redundant IP address, the remote host 
always communicates with the active unit. When a redundancy role switch occurs, the formerly-
active PLC gives up ownership of the Redundant IP address and takes down all connection-
oriented communications currently using the Redundant IP address. The applications in the 
redundant system and remote hosts must reestablish any such communications; the new 
Redundant IP connections will use the newly active PLC. 

The programmer can still communicate directly with each PLC in the redundant system (for 
example, to store new logic or configuration) using the direct IP address of each Ethernet 
interface.  
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Role Switching in HSB Redundancy Systems 

In HSB redundancy systems, a role switch is initiated automatically by the redundant CPU when 
one of the following occurs:  

Á An active unit detects a fatal fault 

Á An active unit is placed in Stop mode 

Á An active unit is powered off 

Á An HSB role switch is initiated manually or by the application logic 

To perform a role switch manually in redundant systems that  employ RMX modules, toggle the 
Role Switch button located on the front panel of the RMX module. 

CPE400/CPL410 permits the operator to manually perform a role switch via the OLED display 
menu, using the RDN Command feature.  

For additional information about role switches in HSB systems, refer to the PACSystems Hot 
Qr_lb`w ANS Pcbslb_law Sqcpòq Esgbc*GFK-2308. 

Role Switching in Non -HSB Redundancy Systems 

When redundant IP is enabled for an Ethernet module in a non-HSB CPU system, it is the 
responsibility of application logic to set the redundancy mode of the Ethernet module. The Set 
Application Redundancy Mode Service Request (SVC_REQ 55) instruction is used to inform the 
Ethernet module of the current redundancy role of the host CPU. This SVC_REQ should be used to 
provide redundancy role switch notification to all Ethernet interfaces in the controller that are 
configured for redundant IP operation. 

After commanding a role switch for an Ethernet interface, the application logic can monitor the 
kmbsjcòq J?L glrcpd_ac Qr_rsq &JGQ' `jmai rm bcrcpkglc ufcl gr f_q _argt_rcb rfc Pcbslb_law GN
address. For details about the LIS, refer to Section 12.7, Monitoring the Ethernet Interface Status Bits. 

Note: The application must allow sufficient time for Redundant IP activation (at least 120 ms) 
before commanding another redundancy role switch. 

When an Ethernet interface recognizes that a redundant IP address has been configured for it, the 
module sends a mail message to the CPU to register for redundancy role switch notification. In 
non-HSB systems, the Ethernet interface is initially put into backup mode. After power-up, the 
application logic must use an SVC_REQ to set the redundancy state to the desired value. Once 
running, the CPU remembers the last commanded redundancy role sent to that Ethernet 
interface. When an Ethernet interface is restarted, the CPU automatically commands the Ethernet 
interface to its last redundancy state without an explicit action by the application logic. 

Going to Stop Mode 

When a non-HSB CPU goes to Stop mode, Ethernet interfaces that are configured for redundant IP 
are automatically set to backup mode. When the CPU is subsequently returned to Run mode, the 
Ethernet interfaces remain in backup mode until the application logic sets the redundancy mode 
to active. 
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Stop/IO Scan Enabled Mode 

In this mode, I/O scanning including EGD service continues when the non-HSB CPU is stopped. 
However, Ethernet interfaces configured for redundant IP operation are automatically set to 
backup mode and normal EGD production for those interfaces is stopped. Only the EGD 
exchanges with Produce in backup mode enabled are produced while the CPU is in Stop/IO Scan 
Enabled mode. To stop production for all EGD produced exchanges including Produce in backup 
mode exchanges, choose the Stop/IO Scan Disabled mode of operation. 

Commanding a Role Switch in a Non-HSB Redundancy System 

Use the Set Application Redundancy Mode service request (SVC_REQ 55) with non-HSB CPUs to 
request that the CPU send redundancy role switch commands to all Ethernet interfaces in that PLC 
that are configured for redundant IP operation. For details on using the Service Request function, 
refer to the PACSystems RX7i, RX3i, and RSTi-EP CPU Reference Manual, GFK-2222. 

SVC_REQ 55 is recognized in non-HSB CPUs only. This service request sends a role switch 
command to all Ethernet interfaces in the PLC that are configured for redundant IP operation. The 
application must monitor the LAN interface Status (LIS) word for each Ethernet interface to 
determine whether the Redundant IP address is active at that interface.SVC_REQ 55 does not 
affect Ethernet interfaces that are not configured for redundant IP operation. 

1.5.4 SRTP Server Operation in a Redundancy System 

Only the active unit maintains SRTP Server connections at the Redundant IP address and can 
respond to SRTP requests. The backup unit does not respond to the Redundant IP address. When 
an Ethernet interface changes from active to backup state, it takes down all SRTP Server 
connections and their underlying TCP connections that use the Redundant IP address. 

Both the active and backup units maintain SRTP Server connections at the direct IP address for 
network communication with the programmer. Other remote hosts should use the Redundant IP 
address when communicating to a redundant system. Existing SRTP Server connections at the 
direct IP address are not disturbed when the Ethernet interface switches between active and 
backup states. 

1.5.5 SRTP Client Operation in a Redundancy System 

Only the active unit establishes and maintains SRTP Client connections (channels). The backup 
unit does not initiate any SRTP Client operations. If SRTP Client operations are attempted, a 
COMMREQ error status is returned to the local logic program. When the Ethernet interface 
changes from active to backup state, it takes down all SRTP Client connections and their 
underlying TCP connections. 

Because it can take some time to take down a TCP connection, the redundant system should 
reserve a spare SRTP Client connection for each connection using the Redundant IP address. That 
will prevent temporary resource problems when establishing new SRTP Client connections to the 
new active unit while the previous connections to the old active unit are being taken down. 
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1.5.6 Modbus TCP Server Operation in a Redundancy System 

Only the active unit maintains Modbus TCP Server connections at the Redundant IP address and 
can respond to Modbus TCP requests. The backup unit does not respond to the Redundant IP 
address. When an Ethernet interface changes from active to backup state, it takes down all 
Modbus TCP Server connections and their underlying TCP connections that use the Redundant IP 
address. 

Remote hosts should use the Redundant IP address when communicating to a redundant system. 
Existing Modbus TCP Server connections at the direct IP address are not disturbed when the 
Ethernet interface switches between active and backup states. 

1.5.7 Modbus TCP Client Operation in a Redundancy System 

Only the active unit establishes and maintains Modbus TCP Client connections (channels). The 
backup unit does not initiate any Modbus TCP Client operations. If Modbus TCP Client operations 
are attempted, a COMMREQ error status is returned to the local logic program. When the 
Ethernet interface changes from active to backup state, it takes down all Modbus TCP Client 
connections and their underlying TCP connections. 

Because it can take some time to take down a TCP connection, the redundant system should 
reserve a spare Modbus TCP Client connection for each connection using the Redundant IP 
address. That will prevent temporary resource problems when establishing new Modbus TCP 
Client connections to the new active unit while the previous connections to the old active unit are 
being taken down. 

1.5.8 EGD Class 1 (Production & Consumption) in a Redundancy 

System 

The active unit produces Ethernet Global Data exchanges to the network. The backup unit 
produces only the EGD exchanges for which Produce in Backup Mode is enabled. When the active 
Ethernet interface changes to the backup, it stops the production of all EGD exchanges. 

When configured for Redundant IP operation, the active and backup Ethernet interfaces should 
also be configured to consume EGD exchanges via multicast host groups or the local subnet 
broadcast address. This permits both the active and backup units to receive the latest data from 
the network. Emerson does not recommend Unicast operation as the backup unit as it will not 
consume any unicast exchanges at the Redundant IP address.  

The IP address the exchange is produced from should not typically matter to the Consumer. If the 
consumer is only capable of listening to communications from the Redundant IP address, the 
Produce EGD on Redundant IP setting in the Ethernet interfaces Settings tab should be set to True. 
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1.5.9 EGD Class 2 Commands in a Redundancy System 

Remote hosts should use the Redundant IP address when communicating to a redundant system. 
Only the active unit responds to EGD commands. The backup unit does not respond to the 
Redundant IP address. When the active Ethernet interface changes to the backup, any in-process 
EGD commands over the Redundant IP address are abandoned.  

When configured for Redundant IP operation, only the active unit sends EGD commands on the 
network. If the backup unit tries to initiate any EGD commands, a COMMREQ error status is 
returned to its application program. When the active Ethernet interface changes to the backup, 
any EGD commands in the process are ended. Issuing EGD commands to the direct IP address is 
not recommended; both the active and backup units will respond to EGD commands received at 
the direct IP address.  

1.5.10 Web Server Operation in a Redundancy System 

Only the active unit processes Web server requests at the Redundant IP address and responds to 
Web page requests. The backup unit does not respond to the Redundant IP address. When the 
active Ethernet interface changes to the backup, all Web server connections and their underlying 
TCP connections are disrupted. The Web server maintains its underlying TCP connection only long 
enough to process: 

Á A new Web page request 

Á A new TCP connection opened, used, or closed for each subsequent Web page display or 

update.  

The Redundant IP address is transparent to the Web remote browser unless a Web page change or 
update is requested during the redundancy role switch.  Any Web page request in process over 
the Redundant IP when a role switch occurs is terminated. 

Although not recommended, the remote browser may issue Web server requests to the direct IP 
address. Both the active and backup units respond to Web server requests received at the direct IP 
address. Remote Web browsers are expected to use the Redundant IP address when 
communicating to a redundant system.  

1.5.11 FTP Operation in a Redundancy System3 

FTP operations can transfer setup and configuration data to the Ethernet interface. Using FTP 
operations for communication with the actual PLC application is not recommended. FTP 
operations should only be performed using the direct IP address.  

1.5.12 SNTP Operation in a Redundancy System 

A PACSystems Ethernet interface can operate as an SNTP client-only, which enables the interface 
to only receive broadcast time messages from an SNTP Server on the network. SNTP operation is 
unaffected by the current Ethernet redundancy state or by redundancy role switches. 

  

 

3 FTP is not supported by ETM001-Kxxx 
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1.5.13 Remote Station Manager Operation in a Redundancy System 

The remote Station Manager should respond to the direct IP address whether the unit is active or 
backup or whether the Redundant IP is configured.  

Only the active unit responds to remote Station Manager commands at the Redundant IP address. 
The backup unit does not respond to the Redundant IP address. (Station Manager responses from 
the Redundant IP address can be misleading because it is difficult to determine which Ethernet 
interface is responding.) 

1.5.14 IP Address Configuration in a Redundancy System 

Redundancy systems should explicitly configure both the direct IP address and the Redundant IP 
address. Do not set up the direct IP address via BOOTP.  

The Redundant IP address must be configured on the same local sub-network as the direct IP 
address and gateway IP address (if used). 
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Section 2: Installation and Start-up: RX3i/RSTi-EP 

Embedded Interface 

The RX3i CPUs with CPExxx designation (CPE302, CPE305, CPE310, CPE330, and CPE400), the CPL410 and RSTi-EP 
CPE205/CPE210/CPE215/CPE220/CPE240/CPE100/CPE115 provide an embedded Ethernet interface for programmer 
communications. This section describes user features and provides basic installation and startup procedures for this 
interface. 

¶ Ethernet Interface Controls and Indicators 

¶ Module Installation 

¶ Connection to a 10Base-T/100Base-TX Network (all CPExxx) or a 1000Base-T (CPE330, 

CPE400, and CPL410 only) 

¶ Pinging TCP/IP Ethernet interfaces on the Network 
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2.1 RX3i/RSTi-EP Embedded Ethernet Interface 

Indicators  

Many of the Ethernet interfaces feature Ethernet port s with two LED indicators, 100/ACT and LINK. 
The 100/ACT LED indicates the network data speed (10 or 100 or 1000 Mb/sec). This LED is lit if the 
network connection at that network port is 100 or 1000 Mbps. 

The LINK LED indicates the network link status and activity. This LED is lit when the link is physically 
connected. It blinks when traffic is detected at that network port.  

2.1.1 Ethernet Port LEDs Operation 

CPE302/CPE305/CPE310 Ethernet LED Operation 

LED 
LED State 

On Blinking Off  
Ethernet Port State 

100 

 On, Green 
The network data speed is 100 Mbps (-Axxx) or 1000 

Mbps (-Bxxx). 

 Off 
The network data speed is 10 Mbps (-Axxx) or 10/100 

Mbps (-Bxxx). 

LINK 

  On, Amber The link is physically connected. 

  Blinking, Amber Traffic is detected at the port.  

 Off The Ethernet port is not physically connected. 

 

CPE330 Ethernet LED Operation 

LED LED State Operating State 

LINK (upper) 

 On Green The corresponding link is physically connected. 

 Blinking Green Traffic is detected at the corresponding port. 

 Off 
No connection was detected at the corresponding 

port.  

1 Gbps 

(lower) 

  
On Amber 

(LAN1) or  
Corresponding network data speed is 1 Gbps. 

 
On Green 

(LAN2) 
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LED LED State Operating State 

 Off 
Corresponding network data speed is 100 Mbps or 10 

Mbps. 

 

CPE400/CPL410 Front Panel Ethernet LED Operation (LAN1, LAN2, 

LAN3) 

LED LED State Operating State 

Link 

Status 

(upper) 

 On Green The corresponding link has been established. 

 
Blinking 

Green 
Traffic is detected at the corresponding port. 

 Off No connection was established at the corresponding port. 

Link 

Speed 

(lower) 

 On Green Corresponding data speed is 1 Gbps or 100 Mbps. 

 Off Corresponding network data speed is 10 Mbps 

 

CPE400 Underside Ethernet LED Operation (EFA) 

LED LED State Operating State 

Link Status 
(upper) 

 On Green The corresponding link has been established. 

 Blinking Green Traffic is detected at the corresponding port. 

 Off No connection was established at the corresponding port. 

Link Speed 
(lower) 

 On Green Corresponding network data speed is 1 Gbps. 

  On Yellow  EFA port only: network data speed is 100 Mbps 

 Off Corresponding network data speed is 10 Mbps 
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CPL410 Underside Ethernet LED Operation (ETH) 

LED LED State Operating State 

Link Status 

(upper) 

 On Green The corresponding link has been established. 

 Blinking Green Traffic is detected at the corresponding port. 

 Off No connection was established at the corresponding port. 

Link Speed 

(lower) 

 On Green Corresponding network data speed is 1 Gbps. 

  On Yellow  GPOS port only: network data speed is 100 Mbps 

 Off Corresponding network data speed is 10 Mbps 

 

CPE100/CPE115 Ethernet LED Operation (LAN1, LAN2) 

LED LED State Operating State 

Link 

Speed 

(upper) 

  On Amber Corresponding data speed is 100 Mbps. 

 Off Corresponding network data speed is 10 Mbps 

LinkStatus 

(lower) 

 On Green The corresponding link has been established. 

 
Blinking 

Green 
Traffic is detected at the corresponding port. 

 Off No connection was established at the corresponding port. 

 

CPE205/CPE210/CPE215/CPE220/CPE240 Ethernet LED Operation 
(LAN1, LAN2) 

LED LED State Operating State 

ACT 

 The corresponding link has been established. 

 Traffic is detected at the corresponding port. 

 No connection was established at the corresponding port. 

LNK 

 Corresponding data speed is 1Gbps. 

 Corresponding data speed is 100 Mbps. 

 Corresponding data speed is 10 Mbps (not supported). 
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2.1.2 Module Installation 

For general information about CPU module and system, installation refers to the PACSystems RX3i 
System Manual, GFK-2314 Sections 2 & 3.  

For the RSTi-EP CPU model, refer to RSTi-EP System Manual, GFK-2958D, or later. 

2.2 Ethernet Port Connector  

The RX3i CPE302/CPE305-Axxx and CPE310-Axxx CPUs provide one 
10Base-T/100Base-TX Ethernet network port connector. The RX3i 
CPE302/CPE305-Bxxx CPUs provide two 10Base-T/100Base-TX/1000Base-
TX Switched Ethernet network port connectors. RSTi-EP CPE205 CPU 
provides two and CPE210/CPE215/CPE220/CPE240 CPUs provide three 
100Base-TX/1000Base-T Ethernet network port connectors. When a 
CPE330 is configured as a CPU320, Ethernet properties cannot be 
configured. However, the embedded Ethernet ports may be used with 
the default IP Addresses. 

2.2.1 Connection to a 10Base-T/100Base-TX/1000Base-T Network 

Either shielded or unshielded twisted pair cable may be attached to an Ethernet port. The 10Base-
T/100Base-TX/1000Base-T twisted pair cable must meet the applicable IEEE 802 standards. 
Category 5 cable is required for 100Base-TX/1000Base-T operation. 

The Ethernet port automatically senses the speed (10 Mbps or 100 Mbps or 1Gbps), duplex mode 
(half-duplex or full-duplex), and cable configuration (straight-through or crossover) attached to it 
with no intervention required. 

 

2.2.2 10Base-T/100Base-TX/1000Base-T Port Pinouts 

Pin Number4 Signal Description Signal (1000Base-T) Description (1000Base-T) 

1 TD+ Transmit Data + BI_DA+ Bi-directional pair A+ 

2 TDí Transmit Data í BI_DA- Bi-directional pair A- 

3 RD+ Receive Data + BI_DB+ Bi-directional pair B+ 

4 NC No connection BI_DC+ Bi -directional pair C+ 

5 NC No connection BI_DC- Bi -directional pair C- 

6 RDí Receive Data í BI_DB- Bi -directional pair B- 

7 NC No connection BI_DD+ Bi -directional pair D+ 

8 NC No connection BI_DD- Bi -directional pair D- 

Note: Pin assignments are provided for troubleshooting purposes only. 10Base-T/100Base-
TX/1000-Base-T cables are readily available from commercial distributors. We recommend 
purchasing rather than making 10Base-T/100Base-TX/1000Base-T cables. 

 

 

4 Pin 1 is at the bottom right of the Station Manager port connector as viewed from the front of the module. 

 

Figure 4: RJ45 

Connector 
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The programmer is connected to the Ethernet interface through a 10Base-T or 100Base-TX 
network. 

Figure 5: Ethernet Cable Routing 

 

 

10BaseT/100Base-TX Twisted Pair Cable 

Hub/Switch/Repeater 

To other network devices 

Ethernet Port  
on RX3i /RSTi-EP 
CPExxx  

Programmer  

 

 

2.3 Pinging TCP/IP Ethernet interfaces on the Network  

PING (Packet InterNet Grouper) is the name of a program used on TCP/IP networks to test the 
reachability of destinations by sending them an ICMP echo request message and waiting for a 
reply.  

You should ping each installed Ethernet interface. When the Ethernet interface responds to the 
ping, it verifies that the interface is operational and configured properly. Specifically, it verifies 
that acceptable TCP/IP configuration information has been downloaded to the interface. 

For configuration details, including setting an initial IP address, refer to Section 4:, Configuration. 

 

2.3.1 Determining if an IP Address is Already Being Used 

It is very important not to duplicate IP addresses. To determine if another node on the network is 
using the same IP address:  

1. Disconnect your Ethernet interface from the LAN. 

2. Ngle rfc bgqamllcarcb glrcpd_acòq GN _bbpcqq, Gd wms ecr _l _lqucp rm rfc ngle* rfc afmqcl GN
address is already in use by another node. You must correct this situation by assigning a 
unique IP address. 

Note: This method does not guarantee that an IP address is not duplicated. It will not detect a 
device that is configured with the same IP address if it is temporarily off the network. 
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Section 3: Installation and Start-up: Ethernet 

Module Interfaces 

This chapter describes the features and basic installation procedures for Ethernet module 
interfaces (ETM001-Jx and ETM001-Kxxx Ethernet interface Controls and Indicators 

o Ethernet LEDs 

o Ethernet Restart Pushbutton 

o Front Panel Port 

o Ethernet Port Connections 

Á Module Installation 

o RX3i Rack-Based Ethernet Interface Modules 

Á Ethernet Port Connectors 

o Embedded Switch 

o Connection to a 10Base-T/100Base-TX/1000Base-T Network 

Á Station Manager Port 

Á Verifying Proper Power-Up of the Ethernet interface After Configuration  

Á Pinging TCP/IP Ethernet interfaces on the Network 
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3.1 Ethernet Module Interface Characteristics  

There are two versions of the RX3i rack-based Ethernet module. Please note the differences in the table below: 

ETM001-Jx ETM001-Kxxx 

The ETM001-Jx Ethernet module provides:  

¶ An Ethernet 10Base-T/100Base-TX 

interface 

¶ Two RJ-45 Ethernet ports. Either or both of 

these ports can be attached to other 

Ethernet devices. Each port automatically 

senses the data rate (10 Mbps or 100 

Mbps), duplex (half-duplex or full-duplex), 

and cabling arrangement (straight-

through or crossover) of the attached link.  

¶ An embedded autodetect/auto-switch 

Ethernet switch, which provides a means 

to switch Ethernet data and allow daisy-

chaining of Ethernet cabling, and provides 

a method to automatically detect Ethernet 

cable wire crossover.  

Figure 6: ETM001-Jx Faceplate 

The ETM001-Kxxx Ethernet module provides:  

¶ An Ethernet 10Base-T/100Base-

TX/1000Base-T interface 

¶ Two RJ45 Ethernet ports are located on the 

underside of the module. Either or both 

ports can attach to other Ethernet devices. 

Each port automatically senses the data 

rate (10 Mbps/ 100 Mbps / 1000 Mbps), 

duplex (half-duplex or full-duplex), and 

cabling arrangement (straight-through or 

crossover) of the attached link. 

¶ An embedded autodetect/auto -switch 

Ethernet switch, which provides a means 

to switch Ethernet data and allow daisy-

chaining of Ethernet cabling, and provides 

a method to automatically detect Ethernet 

cable wire crossover.  

Figure 7: ETM001-Kxxx Faceplate 
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3.1.1 Front Panel Port 

The revised Ethernet module ETM001-Kxxx has been updated with an RJ45 port. The Ethernet port 
supports Station Manager over IP. The default IP settings on the front panel port are 10.10.0.100 
subnet 255.255.255.0, gateway 0.0.0.0.  Note: The Front panel port does not support 
PACSAnalyzer only the Station Manager.  

3.1.2 Ethernet Port Connections 

Each port on an ETM001 or ETM001-Kxxx operates independently, so devices that operate at 
different speeds and/or duplex modes may be attached to the ports. By default, all ports (even 
empty) are set for Automatic, which enables auto-negotiation for the widest range of options 
supported by the port. The port connection speed can be manually configured for slower speeds 
(10/100 Mbps) on the LAN1 tab in PME.  

The ports can auto-negotiate to 10/100/1000 Mbps at full or half-duplex. The speed can be 
limited through Hardware Configuration (ETM001-Kxxx) or AUP settings (ETM001) to 10 Mbps or 
100 Mbps. 1000 Mbps operation is only available with auto-negotiation on an ETM001-Kxxx. 

On the ETM001-Kxxx, the half-duplex operation does not resend a packet that experiences a 
collision at the hardware level. A collision is reported as a send or receives an error and TCP retries 
or other retry mechanisms must resend the data. 

Embedded switches have limited memory to store packets. If there is a speed difference between 
incoming traffic and outgoing traffic, there is an increased probability of network traffic being 
dropped due to resource limitations. For example, if Port 1 has an established 1000 Mbps link and 
Port 2 has an established 100 Mbps link, then traffic traveling in from Port 1 and out Port 2 must 
be buffered since traffic is leaving at a maximum rate of 10 times slower than the maximum 
incoming rate. As the network loading increases, the likelihood of data being dropped increases. 
Dropped packets are indicated in the Station Manager Tallies. If there are significantly dropped 
packets due to a speed mismatch, it may be useful to limit the speed at the ETM001(-Kxxx) to 
match the larger network. Speed changes in a system may be handled better with switches with 
more packet buffer memory. 

Figure 8: Ethernet Port Connectors on IC695ETM001-Kxxx 
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3.1.3 LEDs on the RX3i Ethernet Interface Module 

LEDs provide an immediate visual indication of the operational state of the Ethernet module and 
port link status. The LEDs and their operation are described in Chapter 2.1.1, Ethernet Port LEDs 
Operation.  

3.1.4 Ethernet LEDs 

Ethernet modules have LEDs to indicate the state and status of the Ethernet interface: 

ETM001-Jx 

The Erfcplcr kmbsjcòq Crfcplcr nmprqhave two LEDs. The bottom LED is the link speed LED. This 
LED is on for 100 Mbps and off for all other speeds. The top LED is the link/activity LED. This will be 
on when there is a link at any speed. The top led will blink when there is inbound or outbound 
traffic.   

ETM001-Kxxx 

The Ethernet moduleòq Crfcplcr nmprq ugjj lmr f_tc JCBq ml rfc nmprq, Crfcplcr rp_ddga qnccb gq
glbga_rcb ml rfc kmbsjcòq dpmlr n_lcj bgqnj_w* ugrf bgqapcrc JCBq rm glbga_rc /.-/..-/... K`nq
traffic.   

LAN OK LED Operation 

The LAN OK LED indicates access to the Ethernet network. During normal operation, the LAN OK 
LED blinks when data is being sent or received over the network directed to or from the Ethernet 
interface. It remains on when the Ethernet interface is not actively accessing the network, but the 
Ethernet physical interface is available and one or both of the Ethernet ports is operational.  

It is off otherwise unless a firmware update is occurring.  

LOG EMPTY LED Operation 

The LOG EMPTY LED indicates the condition of the Ethernet interface in normal operational mode. 
If the LOG EMPTY LED is off, an event has been entered into the exception log and is available for 
viewing via the Station Manager interface. The LOG EMPTY LED is on during normal operation 
when no events are logged. 

In the other states, the LOG EMPTY LED is either off or blinking and helps define the operational 
state of the module. For more information on LED behavior, refer to Section 12: Diagnostics. 

Ethernet OK LED Operation 

The Ethernet OK LED indicates whether the module can perform the normal operation. This LED is 
on for normal operation and flashing for all other operations. When hardware or unrecoverable 
runtime failure occurs, the ETM001-Jx will blink a two-digit error code identifying the failure. The 
ETM001-Kxxx will blink a four-digit code. For assistance troubleshooting errors, check Section 
12.5, ETHERNET OK/OK LED Blink Codes for Hardware Failures (ETM001-Jx). For assistance 
troubleshooting ETM001-Kxxx, please call Technical Support.   
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Ethernet Port LEDs Operation (100Mb and Link/Activity)  

The face of the Ethernet module is equipped with LEDs to indicate a physical connection at the 
network port and network traffic speed.  

Ethernet 

interface module 

Link/Activity Location Link/Activity Behavior 

IC695ETM001 

Two Ethernet ports (1A and 1B) 

ugrf rum JCB glbga_rmpq &ï/..ð

_lb ïJGLIð' _pc jma_rcb _r rfc

front of the interface module.  

100 í LED indicates the network 

data speed (10 or 100 Mbps). 

When the LED state is ON, the 

network connection at that 

network port is 100 Mbps.  

 

Link í LED indicates network link 

status and activity. When the LED 

state is ON, the link is physically 

connected. When the LED blinks, 

traffic is detected at that network 

port. (Traffic at the port does not 

indicate traffic is present at the 

Ethernet interface. Traffic may be 

introduced between ports of the 

switch.)  

IC695ETM001-

Kxxx 

Six single color green LEDs are 

located on the face of the 

interface module. The LEDs are 

labeled 10, 100, 1000 for each of 

the two Ethernet ports. 

Two Ethernet ports (1 and2) are 

located on the underside of the 

interface module. 

When the LED state is ON, the 

link is physically connected. 

When the LED blinks, traffic is 

detected at that network port. 

 

The LED label indicates network 

traffic speed.  
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3.1.5 Restart/Reset Pushbutton Operation  

For PACSystems Ethernet interfaces, an Ethernet restart occurs when the restart/reset pushbutton 
is pressed and released. The duration that the restart/reset pushbutton is pressed determines the 
operation after the restart occurs.  

If the Ethernet interface uses any optional Ethernet plug-in applications, these applications are 
ordinarily started upon each power-up or restart. To restart the Ethernet interface without starting 
any Ethernet plug-in applications, press and hold the Ethernet restart/reset pushbutton between 
five and 10 seconds.  

If the Ethernet interface can restart into firmware update operation, press and hold the Ethernet 
restart pushbutton for more than 10 seconds. This is typically done during troubleshooting to 
bypass possibly invalid firmware and allow valid firmware to be loaded using WinLoader. 

If the Ethernet interface uses the reset button to set a fixed temporary IP address, press and hold 
the reset button for more than five seconds. Entering the IP Setup Mode will display a light pattern 
ml rfc dpmlr n_lcjòq rp_ddga qnccb JCBq, 

Pushbutton-controlled restart operations are listed below, with the LED indications for each: 

Restart Operation ETM001-Jx í Press and 

Hold Restart 

Functionality  

ETM001-Kxxx - Press and 

Hold Reset Functionality 

Restart the Ethernet interface 

normally, and start any optional 

Ethernet plug-in applications that 

are being used. 

Less than five seconds Less than five seconds 

Restart the Ethernet interface 

without starting any Ethernet 

plug-in applications. 

Five to 10 seconds N/A 

Put into IP Setup Mode to set an 

initial IP address.  

N/A More than five seconds 

Restart the Ethernet interface 

into firmware update operation. 

More than 10 seconds After a restart, press and 

hold the reset button on 

power-up (until the top 

three LEDs flash) 

When forced into firmware update operation, but before the firmware update begins, press the 
Ethernet Restart/Reset pushbutton again to exit the firmware update mode and restart with the 
existing firmware. Once the firmware update begins, the existing firmware is erased and the 
Ethernet Restart/Reset pushbutton is disabled until the firmware update is complete.  

If the firmware update mode was entered mistakenly, simply remove and replace the Ethernet 
module from the backplane.  

Setting a Temporary IP Address with the Reset Button  

To use the Reset Button to set a temporary IP address, refer to the Section entitled Assigning a 
Temporary IP Address Using the Programming Software.  
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3.2 Ethernet Module Installation  

For general information about the module and system installation, or if the installation requires CE 
Mark compliance, refer to the PACSystems RX3i System Manual, GFK-2314. 

 

3.2.1 Module Installation 

1. Holding the module firmly, align the 

module with the correct slot and 

connector.  

Figure 9: Install Module into RX3i Backplane   

 

 

2. Cle_ec rfc kmbsjcòq pc_p ngtmr fmmi gl

the notch on the top of the backplane (1). 

3. Swing the module down (2) until the 

kmbsjcòq amllcarmp cle_ecq rfc

`_ainj_lcòq `_ainj_lc amllcarmp, 

4. ETM001-Kxxx: Secure the bottom of the 

module to the backplane using the 

machine screws provided with the module 

(3). ETM001: Secure bottom with the 

spring-loaded latch mechanism.  

3.2.2 Module Removal 

1. The ETM001-Jx and ETM001-Kxxx may 

be removed from the RX3i rack with 

the power supplied to the rack. 

Figure 10: Remove Module from RX3i Backplane 

  

 

2. ETM001-Kxxx: Loosen the screws at 

the bottom of the module (1). 

ETM001: Release the spring-loaded 

latch mechanism on the underside of 

the module.  

3. Pivot the module upward until its 

connector is out of the backplane (2). 

4. Lift the module up and away from the 

backplane to disengage the pivot 

hook (3). 
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3.3 Ethernet Port Connectors  

The Ethernet interface module has two Ethernet port connectors, each of which supports both 
10Base-T, 100Base-TX, and 1000Base-T operation using either full-duplex or half-duplex 
operation. These 8-pin RJ45 connectors are used to connect the Ethernet interface to a hub, 
repeater, switch, or another Ethernet device.  

3.3.1 Embedded Switch 

The two Ethernet port connectors are controlled by an embedded network switch in the module. 
The module has only one interface to the network (one Ethernet address and one IP address).  

Figure 11: Diagram of Embedded Ethernet Switch 5 

 

 

PACSystems  
Ethernet Interface  

Ethernet 
Processor  

Ethernet 
MAC 

10/100/1000 
Network Switch  

Port 1A  Port 1B  

 

 

  

 

5 ETM001-Jx is only capable of 100 Mbps speeds.  
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For simple installations, the embedded switch allows devices to be connected without additional 
components.  

Figure 12: System Diagram: Ethernet Routing Using Embedded Switch  

 

 
Operator 
Interface 

Personal 
Computer PLC PLC 

 

Use extra care when placing PLCs in a daisy-chain configuration without additional components. 
Power loss or reset at an Ethernet interface can cause loss of communication to any devices 
downstream from that Ethernet interface in the daisy chain. Restarting the Ethernet interface (via 
the Ethernet Restart/RESET pushbutton, for example) disrupts daisy chain communication. 

Each switch port defaults to the correct link speed and duplex mode for the device connected to 
the other end of the link. Each port operates independently; devices at two different speeds 
and/or duplex modes may be attached to the two ports. By default. each port will automatically 
detect the attached cable and will work properly with either straight-through or crossover cables. 

CAUTION 

The two Ethernet ports on the Ethernet interface must not be connected, directly or indirectly, to 

the same device. The connections in an Ethernet network based on twisted pair cabling must form 

a tree and not a ring. Failure to follow this caution may cause duplication of packets and cause a 

network overload. 

CAUTION 

The IEEE 802.3 standard strongly discourages the manual configuration of duplex mode for a port 

(as would be possible using Advanced User Parameters). Before manually configuring duplex 

mode for an Ethernet interface port using advanced user parameters (AUP), be sure that you know 

the characteristics of the link partner and are aware of the consequences of your selection. Setting 

`mrf rfc qnccb _lb bsnjcv ?SNq ml _l GA476 Crfcplcr glrcpd_ac nmpr ugjj bgq_`jc rfc nmpròqauto-

negotiation function. If its link partner is not similarly manually configured, this can result in the 

jgli n_prlcp amlajsbgle _l glamppcar bsnjcv kmbc, Ncp rfc GCCC qr_lb_pb8 ïAmllcargle

incompatible DTE/MAU combinations such as full-duplex mode DTE to a half-duplex mode MAU, 

or a full-duplex station (DTE or MAU) to a repeater or other half-duplex network, can lead to severe 

network performance degradation, increased collisions, late collisions, CRC errors, and 

slbcrcarcb b_r_ amppsnrgml,ð 

Note: If both speed and duplex mode of an Ethernet interface port is forced using the Advanced 
User Parameters file, that port will no longer perform automatic cable detection. This means that 
if you have the Ethernet interface port connected to an external switch or hub port you must use a 
crossover cable. If you have the Ethernet interface port connected to the uplink port on an 
external switch or hub, or if you have the Ethernet interface port directly connected to another 
Ethernet device, you must use a normal cable. 
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3.3.2 Connection to a 10Base-T/100Base-TX/1000Base-T Network 

Either shielded or unshielded twisted pair cable may be attached to a port. The 10Base-
T/100Base-TX/1000Base-T twisted pair cables must meet the applicable IEEE 802 standards. 
Category 5 is supported for 100Base-TX operation. Category 5e or C6 is recommended for 
1000Base-T speeds. 

Each Ethernet port automatically senses whether it is connected to a 10Base-T, 100Base-TX, or 
1000Base-T network, half-duplex or full-duplex. (The automatic negotiation of speed and/or 
duplex mode can be explicitly overridden using Advanced User Parameter settings).  

10Base-T/100Base-TX/1000Base-T Port Pinouts  

Pin Number4 Signal Description 

1 BI_DA+ Bi-directional pair A + 

2 BI_DA- Bi-directional pair A - 

3 BI_DB+ Bi-directional pair B + 

4 BI_DC+ Bi-directional pair C + 

5 BI_DC- Bi-directional pair C - 

6 BI_DB- Bi-directional pair B - 

7 BI_DD+ Bi-directional pair D + 

8 BI_DD- Bi-directional pair D - 

 

Note:     Pin assignments are provided for troubleshooting purposes only. 10Base-T/100Base-
TX/1000Base-T/ cables are readily available from commercial distributors. Purchasing commercial 
cables are recommended rather than making cables for this application. 

 

  



N?AQwqrckqÈ PV1g _lb PQRg-EP TCP/IP Ethernet Communications User Manual Section 3 
GFK-2224AD Jul 2022 

 

Installation and Start-up: Ethernet Module Interfaces 43 

Connection Using a Hub/Switch/Repeater  

The connection of the Ethernet interface to a 10Base-T, 100Base-TX, or 1000Base-T network is 
shown below. 

Figure 13: Connection Using Hub/Switch/Repeater  

 

 

 

10BaseT/100Base-TX/1000Base-TX 
Twisted Pair Cable 

Hub/Switch/Repeater 

To Other Network 
Devices 

Ethernet 
Interface  

10/100/
1000 

10/100/
1000 

 

 

Note: Care must be taken with the use of active network control devices, such as managed 
switches. If a device inserts excessive latency, especially regarding the ARP protocol, produced 
EGD exchanges may generate PLC Fault Table entries indicating the loss of a consumer when the 
PLC transitions from STOP to RUN. EGD data will be successfully transferred after an initial delay. 
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Direct Connection to the PACSystems Ethernet interface  

Connection of Ethernet devices directly to the Ethernet interface is shown below: 

 

Figure 14: Direct Connection to the Embedded Ethernet Ports  

 

        

10/100/ 
1000 

10/100/ 
1000 

10BaseT/100Base-
Tx/1000Base-T Twisted 

Pair Cable Other Ethernet 
devices such as PCs, 
Ethernet Interfaces 

on other PLCs, 
Operator Interfaces  

Ethernet 
Interface  

 

 

3.4 Station Manager Port  

The ETM001-Jx Ethernet interface module provides a dedicated RS-232 serial port for local Station 
Manager use. The nine-pin D-sub connector accepts a standard straight-through nine-pin RS-232 
serial cable to connect to a standard AT-style RS-232 port.  

The following cable is available: Cable, CPU Programming - IC200CBL001  

 Note: RX3i IC695ETM001-Kxxx replaced the Station Manager serial port for an Ethernet port.  

3.4.1 Port Settings 

The serial (COM) port of the terminal or computer that is connected to the Ethernet interface 
must use the same communications parameters as the Ethernet interface.  

The default values for the Station Manager port are 9600 bps, 8 bits, no parity, and 1 stop bit. If 
the Ethernet interface is configured with default values for this port, or the Ethernet interface has 
not been configured, use these default values. If the Ethernet interface is configured with non-
default values for this port, use those values for the serial port settings of the terminal or 
computer.  
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Station Manager (RS-232) Port Pin Assignment  

 

Pin No4 Signal Direction Description 

1 DCD IN Data Carrier Detect 

2 TX OUT Transmit Data 

3 RX IN Receive Data 

4 DSR IN Data Set Ready 

5 GND  Signal Ground 

6 DTR OUT Data Terminal Ready 

7 CTS IN Clear to Send 

8 RTS OUT Ready to Send 

9 RI IN Ring Indicator 

 

3.5 Verifying Proper Power -Up of the Ethernet 

Interface After Configuration  

After configuring the interface as described in Section 4:, turn the power OFF to the CPU for 3í5 
seconds, then turn the power back ON. This starts a series of diagnostic tests. The ETHERNETOK 
LED will blink indicating the progress of power-up.  

The Ethernet LEDs will have the following pattern upon successful power-up. At the time of this 
publication, the Ethernet interface is fully operational and online. 

 

Ethernet Interface Online LED Label 

(ETM001-Jx) 

LED Label 

(ETM001íKxxx) 

 On ETHERNET OK OK 

  

On, blinking, or off depending on 

network activity 

LAN OK  LAN OK  

 On LOG EMPTY LOG EMPTY 

 

If a problem is detected during power-up, the Ethernet interface may not transition directly to the 
operational state. If the interface does not transition to operational, refer to Section 12:, 
Diagnostics for corrective action.  
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3.6 Pinging TCP/IP Ethernet interfaces on the Network  

Packet InterNet Grouper (PING) is the name of a program used on TCP/IP networks to test the 
reachability of destinations by sending them an ICMP echo request message and waiting for a 
reply. Most nodes on TCP/IP networks, including the PACSystems Ethernet interface, implement a 
ping command. 

You should ping each installed Ethernet interface. When the Ethernet interface responds to the 
ping, it verifies that the interface is operational and configured properly. Specifically, a ping verifies 
that acceptable TCP/IP configuration information has been downloaded to the interface. 

For configuration details, including setting an initial IP address, refer to Section 4:, Configuration.  

3.6.1 Determining if an IP Address is Already Being Used 

It is very important not to duplicate IP addresses. To determine if another node on the network is 
using the same IP address:  

1. Disconnect your Ethernet interface from the LAN. 

2. Ngle rfc bgqamllcarcb glrcpd_acòq GN _bbpcqq, Gd wms ecr _l _lqucp rm rfc ngle*the chosen IP 
address is already in use by another node. You must correct this situation by assigning unique 
IP addresses. 

Note: This method does not guarantee that an IP address is not duplicated. This method will not 
detect a device that is configured with the same IP address if it is temporarily off the network.  

3.7 Ethernet Plug -in Applications 6  

Ethernet interface supports the use of additional firmware images called Ethernet plug-in 
applications, which may implement additional communication protocols. Up to three Ethernet 
plug-in applications can be loaded into the Ethernet interface along with the Ethernet firmware via 
the WinLoader utility. Each plug-in application is identified by a number (1-3). Once loaded, each 
Ethernet plug-in application is stored in non-volatile memory where it is preserved until it is either 
overwritten by WinLoader to create another Ethernet plug-in application with the same number, 
or it is explicitly deleted via the pluginapp Station Manager command. For more information on 
Station Manager commands, see the PACSystems TCP/IP Ethernet Communications Station Manager 

All Ethernet plug-in applications are started during normal Ethernet power-up or restart. During 
troubleshooting, the Ethernet Restart/Reset pushbutton may be used to startup the Ethernet 
interface without the plug-in applications (refer to the Section entitled Restart/Reset Pushbutton 
Operation. 

The functional operation, PLC interfaces, and Station Manager support for each Ethernet plug-in 
application are supplied separately from this user manual. 

 

6 ETM001-Kxxx does not support Ethernet Plug-in Applications  
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Section 4: Configuration 

Before you can use the Ethernet interface, you must configure it using PME Logic Developer-PLC 
software. 

This chapter includes configuration information for: 

Á RX3i/RSTi-EP Embedded Ethernet interface  

o Ethernet Configuration Data  

o Initial IP Address Assignment 

o Configuring the Ethernet interface Parameters 

Á RX3i rack-based Ethernet interfaces 

o Ethernet Configuration Data 

o Initial IP Address Assignment 

o Configuring Ethernet interface Parameters 

o Configuring Ethernet Global Data  
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4.1 RX3i/RSTi-EP Embedded Ethernet Interfaces 

4.1.1 Ethernet Configuration Data 

The PACSystems PLC is configured exclusively by the PME Logic Developer-PLC Programmer. For 
the initial Programmer connection, an initial IP address must be manually assigned to the Ethernet 
interface as described in this chapter. The PACSystems PLC does not support autoconfiguration.  

Generating/Storing/Loading the Configuration  

The RX3i/RSTi-EP embedded Ethernet interface is configured as a sub-module of the CPE module. 
The RX3i/RSTi-EP Embedded Ethernet interface uses an Ethernet configuration and an optional 
Advanced User Parameter (AUP) configuration. Both configurations are generated at the 
Programmer to be stored on the PLC as part of the Hardware Configuration Store sequence. The 
configuration may be loaded from the PLC to the Programmer as part of the Configuration Load 
sequence. The optional AUP file must be manually generated with a text editor and then imported 
into the Programmer. (See   Configuring Advanced User Parameters for details.) Once the 
configuration is stored in the PLC, the CPU maintains the Ethernet configuration data in non-
volatile memory over power cycles. 

The following CPE/CPU/CPLs do not support an AUP file: CPE330, CPE400, CPL410, CPE100, 
CPE115, CPE205, CPE210, CPE215, CPE220, and CPE240. The configurable AUP parameters for 
these CPUs are part of the configuration for the embedded Ethernet interface. For the CPE330, 
CPE400 and CPL410, this configuration interface is available in PME 8.60 SIM5 or later. For 
CPE100/CPE115, this configuration interface is available in PME 9.50 SIM 2 or later. 

Backup Configuration Data  

The RX3i/RSTi-EP embedded Ethernet interface maintains a backup copy of the most recent 
Ethernet configuration and AUP configuration in non-volatile memory. A PLC Configuration Clear 
does not affect this backup Ethernet configuration data. When the configuration was not stored 
from the Programmer or the PLC configuration has been cleared, the Ethernet interface uses its 
backup configuration.  

Locally Edited Configuration Data  

The embedded Ethernet configuration and AUP configuration cannot be locally edited via Station 
Manager. All configuration changes must be performed via the Programmer. 
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4.1.2 Initial IP Address Assignment 

The RX3i/RSTi-EP embedded Ethernet interface comes from the factory with a default IP address 
(192.168.0.100). This address is intended only for the initial connection to complete the 
configuration and must be changed before connecting to the Ethernet network. The IP address 
must be selected for proper operation with your network and application. See your network 
administrator for the proper IP address value. 

1. Using PAC Machine Edition software, configure the 
Ethernet-enabled CPU in an RX3i target (or)  RSTi-EP target 
and assign a new IP address to the embedded Ethernet 
interface: 

2. To configure the embedded Ethernet interface, expand the 
CPU slot to display the Ethernet interface (Figure 15). 

3. Right-click the Ethernet interface to display its parameters: IP Address, Subnet Mask, and 
Gateway IP Address. Consult your network administrator for the proper values for these 
parameters.  

Go online with the target and download the configuration. You can use one of the following 
methods for the initial connection to the CPE3xx: 

Method 1: Through the embedded Ethernet port, using the factory-loaded default IP address 
(192.168.0.100). To set the IP address for PME to use to connect to the RX3i, open the target 
properties, set Physical Port to ETHERNET, and then enter the factory default IP address value. 

Note:  The factory-loaded default IP address is valid only when Hardware Configuration has never 
been stored to the Controller. This value is overwritten with the configured IP address each time 
that Hardware Configuration is stored to the Controller. 

Method 2: Through the Ethernet connection of an ETM001-Jx/ETM001-Kxxx in the same rack with 
a known IP address configuration.  

Method 3: Through the RS-232 COM1 serial port  í This is a data communications equipment 
(DCE) port that allows a simple straight-through cable to connect with a standard nine-pin AT-
style RS-232 port. 

Method 4: CPE310: Through the RS-485 COM2 serial port í Use SNP programming cable 
IC690ACC901 

Note: CPE100/CPE115, CPE205, CPE210, CPE215, CPE220, CPE240 CPE302, CPE305, and CPE310 
do not support the alternate methods of setting a temporary IP address:  

Á Set Temporary IP Address tool in PME 

Á BOOTP 

Á The Station Manager CHSOSW command.  

CPE330 supports the Set Temporary IP Address tool in PME. The Station Manager CHSOSW 
command is not supported.  

Since the IP Addresses of the CPE400 and CPL410 may be displayed on its OLED display, these 
CPUs do not support the Set Temporary IP Address tool.  

To restore the default IP Address of the CPE100/CPE115, refer to Section 4.1.5, Configuring the 
Ethernet Interface Parameters. 

  

Figure 15: Expand CPU Slot to 

Display Ethernet Node  
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4.1.3 Duplicate IP Address  

Some PACSystems RSTi-EP CPUs employ an IP conflict detection mechanism that  works by 
generating an ARP message every 2 minutes to see if any devices on the network have the same IP 
address  

The controller detects that a network device has the same IP Address as its own during the 
following times: 

¶ during power-up 

¶ whenever a new hardware configuration is downloaded from the programmer 

¶ during operation whenever a device with a conflicting IP Address announces its 
presence on the network.  

When a duplicate is detected during power-up, following a reset, or following storage of a new 
hardware configuration, the Controller:  

¶ logs a Duplicate IP Address Detected fault for itself,  

¶ Unit blinks the FAULT LED RED 

¶ periodically queries the network for resolution of the IP Address conflict.  

When a duplicate IP Address is detected after the Controller has established connection to 
configured IO-Devices, the Controller:  

¶ logs a Duplicate IP Address Detected fault for itself,  

¶ Unit blinks the FAULT LED RED 

¶ attempts to maintains all Ethernet connections  

When the IP conflict is resolved, the Controller:  

¶ logs a Duplicate IP Address Resolved fault for itself,  

¶ Unit stops blinking the FAULT LED 

  

Resolving Duplicate IP Addresses  

Whenever an IP Address conflict exists, IP-based network communication with the device(s) may 
be disrupted. The IP Address conflict should be resolved by disconnecting one of the offending 
devices from the network or assigning each a unique address.  Resolving a previously detected 
conflict requires two ARP message periods with no detected conflict. 

 The Duplicate IP Address Detected fault lists the MAC address of the offending device in the Fault 

Extra Data.  
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Faults for IP Address Conflict   

Below is a sample Log file generated by PME - PAC Analyzer, that shows Faults generated for IP 
address conflict and resolve.  

  
Figure 16: Faults generated for IP Address Conflict and Resolve 

 

  

LED indications for IP address conflict  

FLT/RDSD LED blinking RED          : IP Conflict is detected  

FLT/RDSD LED stop blinking RED : IP Conflict is resolved / No conflict  
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PME Support for IP Address Conflict   

PACSystems RSTi-EP CPE205/CPE210/CPE215/CPE220/CPE240 support configurable IP conflict 
detection.  PME provides a configurable parameter named "IP Conflict Detection" in the LANx tab 
md rfc ANSòq ck`cbbcb Crfcplcr R_pecr amldgesp_rgml, Amldgesp_rgml mnrgmlq _pc ïCl_`jcbð _lb
ïBgq_`jcb*ð ugrf rfc bcd_sjr qcrrgle `cgle ïCl_`jcb,ð 

If this parameter is enabled, then potential  IP Conflict is checked periodically. Otherwise, the 
periodic check for IP conflicts is disabled (that means, IP conflicts can still exist but no faults are 
logged).  
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4.1.4 Ethernet Switch Operation with Multiple Speeds 

The RSTi-EP Backplane controllers have two to three Ethernet port connectors, each of which 
supports both 100Base-TX and 1000Base-T operation using either full-duplex or half-duplex 
operation.  

A forced transition from 1 Gb to 100 Mb speeds is required when either Port 1 or 2 is plugged with 
an ethernet device that only supports 100 Mb.  A port is also forced to 100 Mb when the Network 
Port Critical setting is enabled for the port in PME Hardware Configuration. 

Once a port is running at 100 Mb, the controller cannot switch back to 1 Gb speeds 
automatically.  To get back to 1 Gb speeds, a user must disable all network-critical ports (if 
enabled) and then manually unplug both Port 1 and 2 and then replug with 1 Gb  
devices.  Alternately, the EPXCPE can be power-cycled. 

If the PME Hardware Configuration (HWC) enables a single Network Critical port, it is possible that 
the non-critical port can initially run at 1 Gb speeds as long as no link is present on the designated 
critical port.  However, the port at 1 Gb will be forced to 100 K` gd rfc apgrga_j nmpròq jgli gq ctcp
established.  Once in the 100 Mb state, both ports will remain at 100 Mb until the HWC is 
cleared/modified and both ports replugged. 

 

4.1.5 Configuring the Ethernet Interface Parameters 

To establish communications between the computer hosting PME and the CPU, consider the 
following methods: 

 

Default IP Addresses for  

CPE302/CPE305/CPE310/CPE330 

/CPE400/CPL410/CPE205/CPE210/
CPE215/CPE220/CPE240 
Embedded Ethernet 

Initial Ethernet communication with the CPU may be established using the 
default IP addresses programmed at the factory:  

Note: The IP subnet 192.168.180.x is reserved on the CPE400 and 
ANJ2/., Gr gq lmr _t_gj_`jc dmp amldgesp_rgml ml _lw md rfc ANSòq
Ethernet ports. 

 CPE205/CPE210/CPE215/C

PE220/CPE240/CPE302/CP

E305/CPE310 and 

CPE330/CPE400 LAN1 

CPE205/CPE210/

CPE215/CPE220/

CPE240/ 

CPE330/CPE400 

LAN2 

CPE400 LAN37 

IP Address: 192.168.0.100 10.10.0.100 N/A 

Subnet Mask: 255.255.255.0 255.255.255.0 N/A 

Gateway: 0.0.0.0 0.0.0.0 N/A 

 

7 When the CPE400/410 Target property is configured for Enable Redundancy = True, LAN3 will display as 3 Redundancy in PME and 

Switched for both LAN3 port with LAN 3 = Redundancy (greyed out).  LAN3 will not be available to configure.  
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Default IP Addresses for RSTi-EP 
CPE100/CPE115 Embedded 
Ethernet 

Initial Ethernet communication with the CPU may be established using the 
default IP addresses programmed at the factory: 

Note: The IP subnet 192.168.180.XXX is reserved on the CPE100/115. It is 
lmr _t_gj_`jc dmp amldgesp_rgml ml _lw md rfc ANSòq Crfcplcr nmprq, 

 CPE100/115 LAN1 CPE100/115 LAN2  

IP Address: 192.168.0.100 0.0.0.0  

Subnet Mask: 255.255.255.0 0.0.0.0  

Gateway: 0.0.0.0 0.0.0.0  

Connecting to CPE302/CPE305/ 
CPE310 Embedded Ethernet when 
IP Addresses are not known 

If the IP address of the CPE302/CPE305/CPE310 embedded Ethernet 
interface is not known, communication may be established using one of 
these methods to set a permanent IP address: 

¶ Connect to the CPE302/CPE305/CPE310 via its serial port and assign an 
IP Address to the embedded Ethernet interface by downloading a 
Hardware Configuration. 

¶ Connect to the CPE302/CPE305/CPE310 with PME using an 
IC695ETM001 module with a known IP address and located in the same 
rack. Download a new Hardware Configuration with the desired IP 
address for the embedded Ethernet interface. 

Connecting to CPE330 Embedded 
Ethernet when IP Addresses are not 
known 

If the IP addresses of the CPE330 embedded LAN1 and LAN2 Ethernet 
interfaces are not known, communication may be established using one of 
these methods to set new IP addresses: 

¶ Setting a Temporary IP Address using the Set Temporary IP Address tool 
in PME. After setting the temporary address, connect to the selected 
CPE330 LAN using PME and download a new Hardware Configuration 
with the desired permanent IP addresses.8 

¶ Connect to the CPE330 with PME using an IC695ETM001 module with a 
known IP address and located in the same rack. Download a new 
Hardware Configuration with the desired permanent IP addresses for the 
CPE330 embedded Ethernet interfaces. 

Connecting to CPE400 or CPL410 
Embedded Ethernet when 
IP Addresses are not known 

Use the OLED display to read the IP Address of any LAN.  

Note: The Set Temporary IP Address tool is not available for CPE400 or 
CPL410. 

 

8 This method is not supported in firmware 9.80 or later.  
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Connecting to CPE100/CPE115 
Embedded Ethernet when 
IP Addresses are not known 

If the IP addresses of the CPE100/CPE115 embedded LAN1 Ethernet 
interfaces are not known, communication may be established using the 
below method to set default IP addresses: 

Power-up CPE100 with the Power pushbutton pressed and wait until the OK 
LED flashes twice. This forces the CPE100/CPE115 LAN1 to reset to the 
default IP address of 192.168.0.100. 

Caution: Resetting to the default IP address using the above procedure also 
erases the stored Hardware Configuration, logic, and contents of the backup 
RAM. 

Connecting to 
CPE205/CPE210/CPE215/CPE220/C
PE240 Embedded Ethernet when IP 
Addresses are not known 

If the IP addresses of the CPE205/CPE210/CPE215/CPE220/CPE240 
embedded LAN1 and LAN2 Ethernet interfaces are not known, 
communication may be established using reset to factory settings method 
as below to set default IP addresses: 

Press the Physical Presence button (PHY PRES) for 10 seconds, while the 
CPU is in STOP mode (ensure no USB devices are inserted and the Web Page 
not waiting for a password change). The OK and RUN LEDs will blink green. 
This forces the CPE205/CPE210/CPE215/CPE220/CPE240 LAN1 and LAN2 to 
rest to default IP addresses. 

Caution: Resetting to the default IP address using reset to factory defaults 
procedure also erases the stored Hardware Configuration, logic, and 
contents of the RAM, Flash, and resets CPU to factory programmed default 
state. 
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Configuring an RX3i/RSTi-EP Embedded Ethernet Interface  

1. In the Project tab of the Navigator, 
expand the PACSystems Target, the 
Hardware Configuration, and the main 
rack (Rack 0). 

2. Expand the CPU slot (Slot 2). The 
Embedded Ethernet interface is 
bgqnj_wcb _q ïCrfcplcrð &Figure 16). 

3. Right-click the daughterboard slot 
_lb afmmqc ïAmldgespc,ð Rfc
Parameter Editor window displays the 
Ethernet interface parameters.  

4. To add the Ethernet Global Data 
component, right -click the Target. 
Qcjcar ï?bb Amknmlclrð _lb rfcl
ïCrfcplcr Ejm`_j B_r_,ð 

5. Select the desired tab, and then click 
in the appropriate Values field. 

 

 

Figure 16: Expand RX3i CPU Node to Configure 

Embedded Ethernet interface  
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Ethernet Parameters (Settings Tab)  

To access the Settings tab for an RX3i/RSTi-EP embedded control unit, locate the desired unit in 
the Navigator pane, and double click the unit icon to view its settings.  

Configuration Mode: The Configuration Mode is fixed as TCP/IP. 

Adapter Name: The Adapter Name is automatically generated based upon the rack/slot location 
md rfc Crfcplcr glrcpd_ac, Dmp cv_knjc* _ kmbsjc gl P_ai .* Qjmr / umsjb `c bcqgel_rcb _q ï.,/ð, 

IP Addresses: These values should be assigned by the person in charge of your network (the 
network administrator). TCP/IP network administrators are familiar with these parameters. These 
parameters must be correct, otherwise, the Ethernet interface may be unable to communicate on 
the network, and/or network operation may be corrupted. Each node on the network must be 
assigned a unique IP address. 

If you have no network administrator and are using a simple isolated network with no gateways, 
you can use the following range of values for the assignment of local IP addresses:  

10.0.0.1 First Ethernet interface 
10.0.0.2 Second Ethernet interface 
10.0.0.3 Third Ethernet interface 
.  . 
.  . 
.  . 
10.0.0.255 Programmer TCP or host 

Also, in this case, set the subnet mask to 255.0.0.0 and the Gateway IP address to 0.0.0.0. 

Note: If the isolated network is connected to another network, the IP addresses 10.0.0.1 through 
10.0.0.255 must not be used; and the subnet mask and gateway IP address must be assigned by 
the network administrator. The IP addresses must be assigned so that they are compatible with 
the connected network.  

Network Time Sync: Mnrgmlq _pc ïLmlcð _lb ïQLRN,ð Qcjcar QLRN gd rfc ANS ugjj `c qwlafpmlgxcb
to the network clock. 

Status Address: The Status Address is the reference memory location for the Ethernet interface 
status data. The Ethernet interface automatically maintains 16 LA interface Status (LIS) bits in this 
location. The Status address can be assigned to valid %I, %Q, %R, %AI, %AQ or %W memory. The 
default value is the next available %I address.  

The meaning of the Channel Status portion of the Ethernet Status bits depends upon the type of 
operation for each channel. For details of the status bits and their operation, refer to Section, 12.7 
Monitoring the Ethernet Interface Status Bits. 

Note: Do not use the 80 bits configured as Ethernet Status data for any other purpose or data will 
be overwritten.  

Note: Gd rfc Crfcplcr glrcpd_acòq T_pg_`jc Kmbc npmncprw gq qcr rm rpsc* rfc Qr_rsq ?bbpcqq
parameter is removed from the Settings tab. Instead, Ethernet Status references must be defined 
as I/O variables on the Terminals tab. 

Length: This is the total length of the Ethernet interface status data. This is automatically set to 
either 80 bits (for %I and %Q Status address locations) or 5 words (for %R, %AI, %AQ and %W Status 
address locations). 

Redundant IP: The Redundant IP option selects whether Redundant IP operation is Enabled or 
Disabled. When this parameter is set to Enabled, the Redundant IP address must be entered via the 
Redundant IP Address parameter. The default value is False. 
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Redundant IP Address: Redundant IP Address is an optional IP Address that will be shared with 
another device on the network in a Redundant System. Both devices must use the same subnet 
mask. This parameter is available only when the Redundant IP parameter is set to Enabled. This 
address defaults to 0.0.0.0, which is not a valid IP address; a valid Redundant IP address must be 
explicitly configured. See Section 1:, Introduction, for more information about Ethernet 
redundancy. This IP address is assigneb gl _bbgrgml rm rfc bctgacòq npgk_pw GN _bbpcqq, 

Produce EGD on Redundant IP: Specifies that EGD Producer exchanges will use the Redundant IP 
address as the source address IP address on the network instead of the local IP Address configured 
above. 

I/O Scan Set: Specifies the I/O scan set to be assigned to the Ethernet interface. Scan sets are 
bcdglcb gl rfc ANSòq Qa_l Qcrq r_`, Rfc t_jgb p_lec gq / rfpmsef 109 rfc bcd_sjr t_jsc gq 1.  

Ethernet Global Data: Settings tab for CPE100/CPE115/ CPE330/CPE400/CPL410 has additional 
EGD configuration parameter entries. PME 8.60 SIM 5 (or later) is required for the EGD 
configuration parameter entries for CPE330. The EGD parameter entries are exclusive to the 
CPE100/CPE115/CPE330/CPE400/CPL410. 

Note: In earlier CPU models these EGD configuration parameters were configured via AUP files. An 
AUP file is not supported, nor is it needed, by the CPE330, CPE400, CPL410, or CPE100/CPE115. 

 
Startup Delay Time for Produced Exchanges (ms): Corresponds to the gp_phase AUP parameter.  

Stale Consumed Exchanges: Corresponds to the gnostale AUP parameter. 

TTL for Unicast Messages: Corresponds to the gucast_ttl AUP parameter. 
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CPE100/CPE115/CPE302/CPE305/CPE330/CPE400/ 

CPL410/ETM001 Settings Tab 

Figure 17: CPE100/CPE115/CPE302/CPE305/CPE330/CPE400/CPL410 /ETM001 Settings tab  

 

CPE100/CPE115 /CPE302/CPE305/CPE330/CPE400/CPL410/ LAN1: 

TTL for Multicast Messages: Corresponds to the gmcast_ttl AUP parameter. 

IP Address for Multicast Group X: Corresponds to the gXX_addr AUP parameters.  
XX identifies the group (1 í 32). 

CPE100/CPE115/CPE302/CPE305/CPE330/CPE400/CPL410/ LAN2: 

TTL for Multicast Messages: Corresponds to the gmcast_ttl2 AUP parameter. 

IP Address for Multicast Group X:  
Corresponds to the gXX_addr2 AUP parameters. XX identifies group (1 í 32).  
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CPE100/CPE115/CPE302/CPE305/CPE330/CPE400/CPL410/ LAN1 

and LAN2 Advanced EGD Settings  

Figure 18: CPE330 Advanced Ethernet Configuration LAN1 & LAN2 
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Figure 19: CPE100/CPE115/CPE302/CPE305/CPE400/CPL410 Advanced Ethernet 

Configuration LAN1 & LAN2 
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SNTP PME Configuration  for 

CPE302/CPE305/CPE310/CPE330/CPE400/CPL410 CPU Settings   

Figure 20: SNTP PME configuration for the CPE302/CPE305/CPE310/CPE330/CPE400/CPL410 

CPU settings 

 

 

Figure 21: SNTP Multicast/Broadcast or Unicast Mode Settings  

 

 

SNTP Mode: Multicast/Broadcast, Unicast 

Poll Interval9 (Interval for unicast, in seconds, at which new time requests are sent to the server):  

Low Limit =16, High Limit=1024, modulus 2 

Poll Count (Number of retransmissions that will be sent when no timely response is received from 
the server): Low Limit =1, High Limit=100 

Poll Timeout (The time, in seconds, to wait for a response from the server): Low Limit =2, High 
Limit=100 

  

 

9 Unicast must be enabled for Poll Interval parameter to display.  
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Figure 22: UTC Time Zone Settings  

 

Local time zone offset with respect to UTC time. Valid range: Select the closest appropriate time 
zone for your location. 

Terminals Tab 

The Terminals configuration tab (Figure 23) is displayed only when the Variable Mode property of 
the Ethernet interface is set to True. When Variable Mode is selected, the Ethernet Status bits are 
referenced as I/O variables. The I/O variables are mapped to the Ethernet status bits via this 
configuration tab.  

Figure 23: Terminals Tab Settings in PAC Machine Edition  

 

 

The use of I/O variables allows you to configure the Ethernet interface without having to specify 
the reference addresses to use for the status information. Instead, you can directly associate 
variable names with the status bits. For more information, refer to the section on I/O Variables in 
the PACSystems RX7i, RX3i, and RSTi-EP CPU Reference Manual, GFK-2222. 
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Configuring Embedded Ethernet for Ethernet Global Data (EGD)  

This section describes how to configure the parameters of an RX3i embedded PACSystems 
Ethernet interface. See also Configuring Ethernet Global Data for more information.  

In the event the CPU will be used to produce or consume Ethernet Global Data (EGD), right -click 
ml rfc bctgac gaml _lb* sqgle rfc ï?bb Amknmlclrð bpmn-bmul jgqr* qcjcar ïCrfcplcr Ejm`_j
B_r_*ð _q qfmul glFigure 24. 

Figure 24: Adding Ethernet Global Data (EGD) to the Configuration  

 

 

 

Once the EGD component has been added, it is possible to define the EGD data to be produced 
(Figure 25) and the EGD data to be consumed (Figure 26) by the embedded Ethernet interface, 
per the following screenshots.  
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Figure 25: Defining EGD Produced Data Exchange 

 

 

Figure 26: Defining EGD Consumed Data Exchange 

 

The parameters to be entered and their relevance is discussed in the sections entitled Configuring 
an Ethernet Global Data Exchange for a Producer (page 85) and  

Configuring an Ethernet Global Data Exchange for a Consumer (page 87).  
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For more information, please see Section 5:, Ethernet Global Data. 

Produced exchanges (Multicast and Broadcast) configured for the CPE31.òq ck`cbbcb Crfcplcr
interface will have the additional parameter Network ID that allows the user to select LAN1 or 
LAN2. (Refer to the following figures.) 

The Network ID parameter is only visible on produced Multicast and Broadcast exchanges. 

Figure 27: Configuring Multicast & Broadcast EGD on LAN1 

 

  


































































































































































































































































































































































































































































































































































